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Abstract

In this paper the statistical machine translation (SMT) sys-
tems of RWTH Aachen University developed for the evalua-
tion campaign of the International Workshop on Spoken Lan-
guage Translation (IWSLT) 2011 is presented. We partici-
pated in the MT (English-French, Arabic-English, Chinese-
English) and SLT (English-French) tracks. Both hierarchical
and phrase-based SMT decoders are applied. A number of
different techniques are evaluated, including domain adap-
tation via monolingual and bilingual data selection, phrase
training, different lexical smoothing methods, additional re-
ordering models for the hierarchical system, various Arabic
and Chinese segmentation methods, punctuation prediction
for speech recognition output, and system combination. By
application of these methods we can show considerable im-
provements over the respective baseline systems.

1. Introduction
This work describes the SMT systems developed by RWTH
Aachen University for the evaluation campaign of IWSLT
2011 [1]. We participated in the machine translation (MT)
track for all three language pairs and the spoken language
translation (SLT) track. State-of-the-art phrase-based and hi-
erarchical machine translation systems serve as baseline sys-
tems. To improve these baselines, we evaluated several dif-
ferent methods in terms of translation performance as well as
efficiency.

We show that monolingual data selection can be used to
adapt a translation system to a specific domain while at the
same time reducing language model (LM) size. A similar
approach is used for bilingual data filtering, which can de-
crease model size considerably without hurting performance
in our experiments. Further, our statistical phrase training
technique is also shown to yield a significant reduction in
phrase table size on all three language pairs while moderately
improving translation quality on two of them. In the hierar-
chical system, several different lexical smoothing methods as
well as additional reordering models are evaluated. For the
SLT track, we compare five different kinds of punctuation

prediction, including the application of a monotone phrase-
based translation decoder as prediction engine. Additionally,
different word segmentation methods are tested for both Ara-
bic and Chinese as source language.

This paper is organized as follows. In Section 2 we de-
scribe our baseline translation systems. Sections 3 and 4 give
an account of the different data selection techniques and the
phrase training procedure. Our experiments for each lan-
guage pair including the applied novel methods are summa-
rized in Section 5. We conclude in Section 6.

2. Baseline SMT systems
For the IWSLT 2011 evaluation RWTH utilized state-of-the-
art phrase-based and hierarchical translation systems as well
as our in-house system combination framework. GIZA++
[2] was employed to train word alignments, all LMs were
created with the SRILM toolkit [3] and are standard 4-gram
LMs with interpolated modified Kneser-Ney smoothing, un-
less stated otherwise. We evaluate in truecase, using the
BLEU [%] [4] and TER [%] [5] measures.

2.1. Phrase-based system

The phrase-based SMT system used in this work is an in-
house implementation of the state-of-the-art MT decoder de-
scribed in [6]. We use the standard set of models with phrase
translation probabilities and lexical smoothing in both di-
rections, word and phrase penalty, distance-based reordering
model, an n-gram target language model and three binary
count features. The parameter weights are optimized with
MERT [7] or the downhill simplex algorithm [8].

2.2. Hierarchical phrase-based system

For our hierarchical setups, we employed the open source
translation toolkit Jane [9], which has been developed at
RWTH and is freely available for non-commercial use. In
hierarchical phrase-based translation [10], a weighted syn-
chronous context-free grammar is induced from parallel
text. In addition to contiguous lexical phrases, hierarchi-
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Table 1: Results for monolingual data selection on the English-French MT task. Selection denotes the selected fraction of the
shuffled news data for LM training. Shuffled news denotes the LM trained on the selected data only, combined the LM trained
additionally on TED, Europarl and news commentary data sets, which is used in translation. Perplexity (ppl) is computed on dev.

selection ppl LM size dev test
shuffled news combined # n-grams BLEU TER BLEU TER

full 133.3 85.4 106M 25.5 58.6 29.2 52.4
1/2 120.6 84.4 73.6M 25.7 58.5 29.2 52.4
1/4 111.1 83.9 44.5M 25.9 58.4 29.5 52.2
1/8 107.4 84.3 31.2M 25.7 58.5 29.5 51.9
1/16 110.5 86.6 20.3M 25.4 58.9 29.2 52.5
no - 88.6 14.4M 25.0 59.3 28.5 52.7

cal phrases with up to two gaps are extracted. The search
is carried out with a parsing-based procedure. The standard
models integrated into our Jane systems are: phrase transla-
tion probabilities and lexical smoothing probabilities in both
translation directions, word and phrase penalty, binary fea-
tures marking hierarchical phrases, glue rule, and rules with
non-terminals at the boundaries, four binary count features,
phrase length ratios and an n-gram language model. Op-
tional additional models are IBM model 1 [11], discrimi-
native word lexicon (DWL) models, triplet lexicon models
[12], a discriminative reordering model [13] and several syn-
tactic enhancements like preference grammars and string-to-
dependency features [14]. We utilize the cube pruning algo-
rithm [15] for decoding and optimize the model weights with
standard MERT [7] on 100-best lists.

2.3. System combination

System combination is used to produce consensus trans-
lations from multiple hypotheses generated with different
translation engines. The basic concept of RWTH’s approach
to machine translation system combination is described in
[16, 17]. This approach includes an enhanced alignment and
reordering framework. A lattice is built from the input hy-
potheses. The translation with the best score within the lat-
tice according to a couple of statistical models is selected as
consensus translation.

3. Domain-specific data selection
3.1. Monolingual data

To reduce the size of our language models (LMs) and adapt
them to the domain of the TED talks, we apply the data se-
lection technique introduced in [18]. Starting point are a
small in-domain data corpus and a large out-of-domain cor-
pus. Each sentence of the out-of-domain corpus is scored by
the difference in cross-entropy between an LM trained from
the in-domain data and an LM trained from a similar-sized
sample of the out-of-domain data. A threshold value on this
score decides whether a sentence will be selected for lan-
guage model training. In this work we use 2-gram LMs for

Table 2: Comparison of the two bilingual data filtering meth-
ods on the Arabic-English MT task. LM-filter denotes the
selection technique based on LM cross-entropy, combi-filter
denotes the novel combined LM and IBM-1 cross-entropy-
based method. For each, the 400K best sentences are selected
from the MultiUN data. All UN denotes using the full Mul-
tiUN corpus. Phrase table (PT) size is given in number of
phrases.

system PT dev test
# phr. BLEU TER BLEU TER

TED-only 6M 27.4 54.1 25.2 57.3
+LM-filter 38M 28.7 52.6 25.7 56.7
+combi-filter 32M 28.6 52.8 26.1 56.4
+all UN 387M 28.6 52.9 26.1 56.6

computation of the cross-entropy and 4-gram LMs for trans-
lation.

Table 1 shows the effect of the monolingual data selec-
tion on the resulting French LMs. Here, the TED data serves
as in-domain corpus, the shuffled news data as out-of-domain
corpus. We can see that by selecting 1

8 of the shuffled news
data we can reduce perplexity from 133.3 for the complete
data set to 107.4. When additionally using the in-domain
TED talks as well as the Europarl and news commentary data
for LM training (combined LM), the difference is less pro-
nounced, while the LM sizes can be reduced considerably
from 106M n-grams to 44.5M n-grams for the selection of 1

4
of the shuffled news data.

For the translation experiments, we used a phrase-based
system trained on TED data only. When applying the com-
bined LMs, we observe that selecting 1

4 of the data leads to
a moderate improvement of 0.4% BLEU on dev and 0.3%
BLEU on test over the full LM. This indicates that the in-
tended domain adaptation effect is achieved.
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Table 3: Phrase training (Forced Alignment, FA) results for the MT tasks English-French (en-fr), Arabic-English (ar-en) and
Chinese-English (zh-en), including phrase table (PT) size and translation speed on the dev set.

system dev test PT size speed
BLEU TER BLEU TER # phrases words/sec

en-fr baseline 25.5 58.9 29.3 52.1 151M 6.3
FA 25.8 58.2 29.4 51.8 16.6M 8.4

ar-en baseline 27.6 53.5 25.2 57.2 22.1M 6.1
FA 27.7 53.5 25.3 57.1 3.73M 8.8

zh-en baseline 8.0 85.3 8.7 81.1 10.9M 7.8
FA 7.7 85.4 8.5 80.8 1.58M 11.6

3.2. Bilingual data

[19] propose to apply the selection technique described in
Section 3.1 to bilingual training data to perform adapta-
tion of the translation model. We adapted and generalized
this approach by combining the LM cross-entropy differ-
ence with an IBM model 1 (IBM-1) cross-entropy difference
[20]. We summarize the bilingual data selection results in
Table 2. The table includes a comparison between systems
trained on TED-only, TED +all UN (with all MultiUN data),
TED +LM-filter (with LM cross-entropy-based data selec-
tion) and TED +combined-filter (combined LM and IBM-1
cross-entropy-based data selection). The selection methods
extract the top 400K sentences from the MultiUN corpus.
The LM used for translation in these experiments is the same
as in the final evaluation system and applies the monolingual
data selection technique described in Section 3.1. We can
see that the system trained on the data selected by the com-
bined method performs equal to using the full data, while the
phrase table size is reduced by a factor of 12.

4. Phrase training
As an alternative to the heuristic phrase extraction from
word-aligned data, [21] propose to train the phrase table with
a procedure similar to the EM algorithm. This is done by
force-aligning the training data with a modified version of
the translation decoder. Leave-one-out is applied to counter-
act over-fitting effects. We tested this procedure on all three
language pairs with our phrase-based translation system. In
this work, we apply the count model described in [21] with
an n-best list size of n=100. In addition to the TED talks,
the Europarl and news commentary data for English-French
and a selection of 200k sentences of the Multi-UN data for
Arabic-English were used for training. The results are shown
in Table 3. A clear reduction in phrase table size by at least
83% can be observed on all tasks. This results in an in-
creased translation speed of 33% for English-French, 44%
for Arabic-English and 49% for Chinese-English. Transla-
tion performance improves slightly on the English-French
task, shows nearly no change on Arabic-English and a small
degradation on Chinese-English. On the former, the original

Table 4: Data statistics for the preprocessed parallel train-
ing corpora for the English-French (en-fr), Arabic-English
(ar-en) and Chinese-English (zh-en) MT tasks. The corpora
include TED, Europarl and news commentary for en-fr, TED
and 400K sentences selected from MultiUN for ar-en and
TED only for zh-en. In the corpora, numerical quantities
are replaced by a single category symbol. The ar-en statis-
tics refer to the MADA-TB segmentation scheme, the zh-en
statistics to the ldc segmentation.

en-fr English French
Sentences 2.0M
Running words 54.3M 59.9M
Vocabulary 136K 159K
ar-en Arabic English
Sentences 512K
Running words 11.7M 11.6M
Vocabulary 93K 61K
zh-en Chinese English
Sentences 105K
Running words 1.98M 2.04M
Vocabulary 29K 37K

performance is already very low, so we can assume that the
phrase alignments produced in training are of inferior quality.

5. Experimental evaluation
5.1. English-French

For the English-French task, the translation models are
trained on the TED, Europarl and news commentary data.
Statistics on the bilingual data are shown in Table 4. The
LMs used on this task are trained on the shuffled news data
in addition to the target part of the bilingual training data.
We concentrate on the hierarchical decoder after some ini-
tial experiments showing that it is slightly superior to the
phrase-based paradigm. The hierarchical (HPBT) baseline
system is a setup including the standard models as listed in
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Table 5: Results for the English-French MT task. The hier-
archical phrase-based decoder (HPBT) is incrementally aug-
mented with monolingual data selection (mooreLM), alterna-
tive lexical smoothing (IBM-1, DWL), improved LM smooth-
ing (opt. KN LM), phrase table and triplet-based adaptation
(TED TM, s2t TED triplets) and additional reordering models
(discrim. RO).

system dev test
BLEU TER BLEU TER

HPBT 25.7 58.6 29.3 52.8
+mooreLM 26.0 58.1 29.6 51.8

+IBM-1 26.3 58.1 30.0 52.0
+DWL 26.3 58.0 30.2 51.8

+opt. KN LM 26.5 57.9 30.3 51.3
+TED TM 27.2 57.2 30.7 51.1

+s2t TED triplets 27.5 57.0 30.8 50.9
+discrim. RO 27.4 57.0 31.1 50.7

Section 2.2. We limit the recursion depth for hierarchical
rules with a shallow-1 grammar [22].

In a shallow-1 grammar, the generic non-terminal X of
the standard hierarchical approach is replaced by two dis-
tinct non-terminals XH and XP. By changing the left-hand
sides of the rules, lexical phrases are allowed to be derived
from XP only, hierarchical phrases from XH only. On all
right-hand sides of hierarchical rules, the X is replaced by
XP. Gaps within hierarchical phrases can thus solely be filled
with purely lexicalized phrases, but not a second time with
hierarchical phrases. The initial rule is substituted with

S→ 〈XP∼0,XP∼0〉
S→ 〈XH∼0,XH∼0〉 ,

(1)

and the glue rule is substituted with

S→ 〈S∼0XP∼1,S∼0XP∼1〉
S→ 〈S∼0XH∼1,S∼0XH∼1〉 .

(2)

The main benefit of a restriction of the recursion depth is a
gain in decoding efficiency, thus allowing us to set up sys-
tems more rapidly and to explore more model combinations
and more system configurations.

The experimental results are given in Table 5. With sev-
eral different methods we are able to improve the baseline
by +1.8% BLEU and -2.1% TER on the test set. We proceed
with individual descriptions of these methods and their effect
in BLEU on the test set.

mooreLM (+0.3% BLEU) We select 1
4 of the shuffled news

data for LM training as presented in Section 3.1.

DWL (+0.6% BLEU) Our standard single-word-based
model for lexical smoothing of the phrase table is ex-
tracted from word-aligned parallel data, in the fashion

of [23]. As an alternative, we utilize phrase-level dis-
criminative word lexicons [12] (DWL) in source-to-
target and target-to-source direction, which we found
to yield the best results among several lexical smooth-
ing methods. For comparison, the result with IBM-1 is
given in Table 5 as well.

opt. KN LM (+0.1% BLEU) [24] recently presented a way
to optimize the values of the Kneser-Ney discount pa-
rameters with the improved RProp algorithm [25]. We
apply their novel method to a machine translation task
for the first time and train our French LM with opti-
mized smoothing parameters.

TED TM (+0.4% BLEU) One of the main challenges of
the 2011 IWSLT evaluation campaign is adaptation to
style and topic of the TED talks. We try to tackle
the issue by augmenting our system with an addi-
tional phrase table trained on in-domain TED data
only. The English-French training data as shown in
Table 4 contains 107K parallel sentences from TED
sources with 2.1M English and 2.2M French running
words. Phrases from the TED translation model are
marked with a binary feature.

s2t TED triplets (+0.1% BLEU) We also apply a path-
aligned triplet lexicon model [26, 27] for style and
topic adaptation. The TED triplet model is trained on
the same parallel data as the TED TM. This model is
integrated in source-to-target direction only. It takes
the full source sentence context into account.

discrim. RO (+0.3% BLEU) The modification of the gram-
mar to a shallow-1 version restricts the search space of
the decoder and is convenient to prevent overgenera-
tion. In order not to be too restrictive, we reintroduce
more flexibility into the search process by extending
the grammar with specific reordering rules

XP→ 〈XP∼0XP∼1,XP∼1XP∼0〉
XP→ 〈XP∼0XP∼1,XP∼0XP∼1〉 .

(3)

The upper rule in Equation (3) is a swap rule that
allows adjacent lexical phrases to be transposed, the
lower rule is added for symmetry reasons, in particu-
lar because sequences assembled with these rules are
allowed to fill gaps within hierarchical phrases. Note
that we apply a length constraint of 10 to the number
of terminals spanned by an XP. We introduce two bi-
nary indicator features, one for each of the two rules in
Equation (3). In addition to adding these rules, a dis-
criminatively trained lexicalized reordering model [13]
is applied.

5.2. Arabic-English

Arabic is known for its complex morphology and ambiguous
writing system, where one Arabic word often corresponds to
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more than one word in traditional target languages such as
English. To achieve better correspondence between Arabic
and English sentences, we perform the well studied solution
of Arabic segmentation. Splitting an Arabic word into its
corresponding prefixes, stem and suffixes reduces the num-
ber of out-of-vocabulary words, resolves some of the am-
biguous Arabic words and generates more one-to-one corre-
spondences between the Arabic side and the target language
side, which can then more easily be captured by the IBM
alignment models.

In this work, we experimented with the following seg-
menters:

FST A finite state transducer-based approach introduced
and implemented by [28]. The segmentation rules are
encoded within an FST framework.

SVM A reimplementation of [29], where an SVM frame-
work is used to classify each character whether it
marks the beginning of a new segment or not.

CRF An implementation of a CRF classifier similar to the
SVM counterpart. We use CRF++1 to implement the
method.

MorphTagger An HMM-based Part-Of-Speech (POS) tag-
ger implemented upon the SRILM toolkit [30].

MADA v3.1 An off-the-shelf tool for Arabic segmentation
[31]. We use the following schemes: D1,D2,D3 and
ATB (TB), which differ by the granularity of the seg-
mentation.

Due to the large amount of training data and the dis-
crepancy between the test set domain (TED) and the out-of-
domain corpora, we use adaptation via cross-entropy based
filtering for LM and translation model training (cf. Section
3). To build the LM, we use a mixture of all available English
corpora, where news-shuffle and giga-fren.en are filtered in
the following way. For news-shuffle, we keep the best 1

8 sen-
tences and for giga-fren.en we keep the best 1

32 sentences.
The fractions are chosen using the best perplexity LM among
different portions of the corpus.

For translation model filtering, we use the combined
IBM-1 and LM cross-entropy scores. We perform filter-
ing for the MultiUN corpus, selecting 1

16 of the sentences
(400K). Due to the different Arabic segmentations we uti-
lize, we performed the sentence selection only once over the
MADA-TB method, and used the same selection for all other
setups. Statistics on the combined TED and selected Mul-
tiUN data, preprocessed with the MADA-TB scheme, are
given in Table 4.

We trained phrase-based systems for all different seg-
mentation schemes on this data. Additionally, one system
was trained on all available data, preprocessed with MADA-
TB. The results are summarized in Table 6. MADA-TB

1http://crfpp.sourceforge.net/

Table 6: Results on Arabic-English for different segmenta-
tions. MADA-TB ALL is a system using unfiltered bilingual
data. The primary submission is a system combination of all
listed systems.

system dev test
BLEU TER BLEU TER

FST 26.5 54.2 25.1 57.0
SVM 27.8 53.9 25.4 57.4
HMM 28.0 53.3 25.7 56.9
CRF 27.8 53.8 25.7 56.7
MADA-D1 26.5 54.0 24.7 57.1
MADA-D2 27.0 54.2 25.2 57.1
MADA-D3 27.4 54.1 25.4 57.1
MADA-TB 28.6 52.8 26.1 56.4
MADA-TB ALL 28.6 52.9 26.1 56.6
system combination 29.0 51.3 27.0 54.7

yields the best results among the different segmentations. We
already observed in Section 3.2 that the filtered systems can
perform comparably to the system using all MultiUN data,
while reducing the phrase table size by a factor of 12. The
primary submission is a system combination of all listed sys-
tems, which yields another improvement of 0.9% BLEU on
the test set.

5.3. Chinese-English

For the Chinese-English MT task, we experimented with
three different Chinese word segmentation tools, namely the
ICTCLAS segmenter2 (ict), LDC segmenter3 (ldc) and Stan-
ford segmenter4 (stanford). Corpus statistics for the ldc seg-
mented TED data can be found in Table 4. The LM used is
trained on all provided data (∼425M running words). The
translation models are trained using the bilingual TED data.
In addition, we experimented with leveraging the bilingual
MultiUN data set. The primary submission is a system com-
bination of 12 systems, of which some are identical except
for the optimized log-linear parameter values (+retune).

The results are given in Table 7. The first impression is
that the absolute BLEU values are very low. We can not find
obvious differences in translation quality generated by the
three segmenters. Further, making use of the MultiUN data
does not seem to have a visible effect in translation quality
on this task. When added to the PBT system with ldc seg-
mentation, we observe a 0.3% gain in BLEU but a 1.8% loss
in TER. A general conclusion from the results is that the hi-
erarchical decoder seems to have a small advantage over the
phrase-based decoder on this task. For three of the systems,
we added identical setups with different log-linear parame-

2http://ictclas.org/index.html
3http://projects.ldc.upenn.edu/Chinese/LDC ch.htm
4http://nlp.stanford.edu/software/segmenter.shtml
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Table 7: Results for the Chinese-English MT task. Hierarchi-
cal (HPBT) and phrase-based (PBT) decoders are used. Re-
sults are shown for three different Chinese segmenters. +re-
tune denotes a different optimization run for the log-linear
parameters, +UN the use of MultiUN data for training. The
primary submission is a system combination of all 12 listed
systems.

seg. system dev test
BLEU TER BLEU TER

ict PBT 9.9 81.9 11.6 77.0
HPBT 10.4 80.7 11.5 76.7

+retune 10.6 81.4 12.0 77.3
ldc PBT 10.0 81.0 11.5 75.7

+UN 10.3 82.4 11.8 77.5
HPBT +DWL 10.0 80.5 11.9 76.1

+retune 10.9 81.7 12.2 77.5
+UN 10.7 80.1 12.1 76.7

stanford PBT 9.9 82.3 11.5 77.5
+retune 9.9 80.6 11.2 75.8

HPBT 10.2 79.9 11.6 75.8
+DWL 10.1 80.4 11.7 76.3

system combination 11.0 78.9 12.6 74.2

ter values for system combination. This is achieved by the
partly randomized optimization procedure, and the two pa-
rameter sets for the same setup are chosen due to their differ-
ent balance between BLEU and TER. To add more diversity
to the hypotheses, we also apply the DWL model. This way,
the system combination improves over the best single system
(ldc, HPBT +UN) by 0.3% BLEU and 1.2% TER on dev and
0.5% BLEU and 2.5% TER on test.

5.4. Spoken language translation (SLT)

The input for the translation systems in the SLT track is
the automatic transcription provided by the automatic speech
recognition (ASR) track. It does not contain punctuation
marks, but the output translation is expected to include punc-
tuations. We experimented with automatically predicting the
punctuation at three different stages [32].

• Before translation. Punctuation is predicted on the
source side. A regular text translation system can be
used. We denote this as FULLPUNCT.

• During translation. Punctuation is predicted implic-
itly by applying a translation system trained on data
without punctuation marks in the source language, but
including punctuation in the target language. We de-
note this as IMPLICIT.

• After translation. The translation system is trained on
data containing punctuation on neither source nor tar-

Table 8: Results for the English-French SLT task (en-
fr). Punctuation prediction is evaluated at three different
stages: Before (FULLPUNCT), during (IMPLICIT) and af-
ter (NOPUNCT) translation. H-NGRAM denotes punctuation
prediction using the SRILM toolkit, PPMT using a mono-
tone translation decoder. The primary submission is a system
combination of the 5 listed systems.

system dev test
BLEU TER BLEU TER

IMPLICIT 18.0 69.5 21.8 62.5
FULLPUNCT (H-NGRAM) 18.2 69.3 21.1 62.9
FULLPUNCT (PPMT) 18.3 69.2 21.9 62.2
NOPUNCT (H-NGRAM) 17.3 67.9 20.4 62.8
NOPUNCT (PPMT) 17.8 69.0 21.2 62.2
system combination 18.5 68.3 22.3 61.6

get side. The punctuation marks are then predicted au-
tomatically in the target language. We denote this as
NOPUNCT.

In addition to the three stages at which punctuation is pre-
dicted, we tested two methods of performing the punctuation
prediction.

H-NGRAM The SRILM toolkit provides functionality to
predict missing tokens based on the LM score (hidden-
ngram), which was already used in [32].

PPMT We can interpret punctuation prediction as machine
translation, where source and target are the same lan-
guage, but only the target side contains punctuation.

This results in five different setups, one for IMPLICIT
and two each for FULLPUNCT and NOPUNCT. For
FULLPUNCT, we applied the +s2t TED triplets system from
the English-French MT task (cf. Table 5), which was the
best available system when we started the final experiments.
Its complete training procedure is copied precisely to train
the hierarchical translation systems for IMPLICIT and NOP-
UNCT,. However, where punctuation is removed from the
training data when appropriate. French and English 9-gram
LMs, trained on the bilingual data from the MT track, are
used for both types of punctuation prediction. To train the
monotone phrase-based translation systems for PPMT punc-
tuation prediction, only the source and target side, respec-
tively, of the TED training data from the MT track is used. As
development and test set we also used the same data as in the
MT track with removed punctuation. The primary submis-
sion is a system combination of the five different hypotheses.

Table 8 shows the comparison between the different
translation systems and both prediction tools. FULLPUNCT
with PPMT performs slightly better than IMPLICIT by 0.1% in
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BLEU and 0.3% in TER on test. In both cases, the prediction
method PPMT outperforms the systems using the H-NGRAM
tool. Using the FULLPUNCT system with PPMT, we get an
improvement of 0.8% in BLEU and 0.7% in TER on test com-
pared to FULLPUNCT using the H-NGRAM tool. A similar
improvement is obtained using the NOPUNCT systems. Per-
forming punctuation prediction in the source language leads
to a better translation quality, compared to performing it on
the target side. On the test set, we achieve an improvement
of 0.7% in BLEU using FULLPUNCT instead of NOPUNCT.
With the system combination of all five systems, we get an
additional improvement of 0.4% in BLEU and 0.6% in TER
compared to the best single system FULLPUNCT with PPMT.
A complete overview and analysis of these experiments is
given in [33].

6. Conclusion
RWTH participated in all MT and SLT tracks of the IWSLT
2011 evaluation campaign. Several different techniques were
evaluated and yielded considerable improvements over the
respective baseline systems. Among these are different Ara-
bic and Chinese word segmentation tools, monolingual and
bilingual data filtering techniques, phrase training, additional
lexical smoothing and reordering models for the hierarchical
system and different punctuation prediction methods for SLT.
Also, both the hierarchical and the phrase-based translation
paradigm were used. By system combination of a number of
different systems we could achieve additional improvements
over the best single system. In this way, RWTH was able
to achieve the following positions (automatically measured
in BLEU) among all participants: 1st in Arabic-English, 2nd
in Chinese-English and 3rd in both MT and SLT track for
English-French. An overview over the results of the evalua-
tion campaign is given in [1].
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