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Abstract

Viewing machine translation as a structured
classification problem has provided a gateway
for a host of structured prediction techniques
to enter the field. In particular, large-margin
structured prediction methods for discrimina-
tive training of feature weights, such as the
structured perceptron or MIRA, have started
to match or exceed the performance of exist-
ing methods such as MERT. One issue with
structured problems in general is the diffi-
culty in obtaining fully structured labels, e.g.,
in machine translation, obtaining reference
translations or parallel sentence corpora for ar-
bitrary language pairs. Another issue, more
specific to the translation domain, is the diffi-
culty in online training of machine translation
systems, since existing methods often require
bilingual knowledge to correct translation out-
put online. We propose a solution to these two
problems, by demonstrating a way to incorpo-
rate binary-labeled feedback (i.e., feedback on
whether a translation hypothesis is a “good” or
understandable one or not), a form of super-
vision that can be easily integrated in an on-
line manner, into a machine translation frame-
work. Experimental results show marked im-
provement by incorporating binary feedback
on unseen test data, with gains exceeding 5.5
BLEU points.

1 Introduction

Structured prediction is an umbrella term used for a
variety of machine learning algorithms and frame-
works. The common thread that links these ap-
proaches together is that when predicting over a par-

ticular variable, the relationships between that vari-
able and others are taken into account (in the form of
a “structure”) . An example of a simple and effective
structured prediction model is the hidden Markov
model, wherein we leverage the chain structure of
the variables when computing the most probable
hidden state sequence. These models can also be
generalized to tree-like structures, as in probabilistic
context free grammars. Applications of structured
prediction models in natural language processing,
computer vision, bioinformatics, and other fields are
numerous.

The coupling introduced in the input or output
space complicates matters, in that the sizes of the
input or output spaces (X and Y respectively) are
exponential in the cardinality of these spaces. Past
approaches have looked at ways to handle these ex-
ponential constraints, a popular method being to as-
sume the loss functions decompose locally as per
the structure of the model (since generally, smaller
structures lead to easier inference and learning), and
then present the globally consistent solution as a
simple combination of the local solutions. In ad-
dition to the more difficult learning and inference
problems, there are also obstacles in obtaining the
complete labeling for structured data. For instance,
in a simple part-of-speech (POS) tagging task, a
fully-labeled structured prediction example needs
POS tags for all of the words in a given sentence;
partial labelings of the output are of limited use.

Structured prediction labelings are thus difficult to
obtain, however obtaining some form of weak super-
vision regarding the examples is not as difficult. For
the same POS example, instead of obtaining POS



tags for each word in that particular context, which
may require significant human annotator effort, an
alternative is to consider soliciting only binary la-
bels for the example. In this situation, for every in-
put string that needs to be tagged, we have a tagged
hypothesis associated with that string, and a binary
(positive or negative) label on the hypothesis which
marks it as correct or incorrect. This alternative
is motivated by practical considerations and active
learning, i.e., a “human in the loop” approach: it is
easier for an end user to mark a hypothesis generated
by a system as “correct” or “incorrect” compared to
the user having to annotate every word or phrase in
some manner. The question now is, how does the
system incorporate this type of feedback to improve
performance over time?

In this work, we focus on the incorporation of
binary-labeled feedback in statistical machine trans-
lation (SMT). The proposed approach addresses the
lack of adaptation in current translation systems
where the models remain static after they are trained.
If a system produces a poor translation, this infor-
mation is important and can potentially improve fu-
ture translations. Users may feel especially frus-
trated when the system repeats a type of error on
a consistent basis. And from a learning perspective,
user feedback provides new information in addition
to the original monolingual and bilingual training
schemes.

In particular, we focus on large-margin discrim-
inative training for SMT, and augment a latent
structural SVM-based algorithm for learning fea-
ture weights to also learn over the binary-labeled
examples. After proposing a method to incorporate
weakly labeled feedback, we evaluate our approach
on a real-world translation task, with significant im-
provements (in excess of 5.5 BLEU points) over
approaches that do not incorporate such feedback,
and equally convincing improvements over MERT
(more than 4 BLEU points), currently a popular pa-
rameter tuning algorithm for SMT. Our approach
can be seen both as a way to incorporate other forms
of supervision in machine translation (in addition to
full reference translations and reference translation-
derived costs or scores), and on the practical side as
a simple, efficient method to incorporate user feed-
back in an effort to move towards an effective solu-
tion for online training of translation systems.

2 Large-Margin Training with Binary
Feedback for MT

In machine translation, the objective is to map an in-
put string x in one language (the “source”) to a string
y in another language (the “target”). The primary
basis for translation currently is statistical, and can
be easily expressed as a linear structured prediction
problem (Liang et al., 2006):

f(x;w) = arg max
y,h

w · Φ(x,y,h) (1)

where x is the source sentence, y is the target sen-
tence, and h is a set of variables corresponding to
the hidden structure that is used to map from the
source to the target. In the POS tagging example,
the relationship between x and y is observed, but
in tasks such as translation, the relationship is un-
known from the data given to us (parallel sentence
pairs), and is often referred to as the derivation. In
phrase-based MT models (Koehn et al., 2003), h cor-
responds to phrase segmentations of source and tar-
get sentences, and a bijection between source and
target phrases. Φ(·) is a feature vector defined over
the source, target, and hidden derivation when going
from source to target. Common components of this
vector may be the log probability of the target string
from the language model, or the score of translat-
ing from source to target based on a phrase model.
Lastly, w is the weight or parameter vector; it is this
set of parameters that we need to learn in the learn-
ing stage of our method.

2.1 Large-Margin Training in MT

There are a number of formulations that can be used
to learn the vector w. A common approach in cur-
rent SMT work is the Minimum Error Rate Training
(MERT) scheme of (Och, 2003), wherein the goal is
to minimize a task-specific loss, mostly BLEU (Pa-
pineni et al., 2002) or some other evaluation metric.
The search procedure is not optimal and leads to lo-
cal minima, but in practice the results seem to be ac-
ceptable, due to the direct error or cost minimization
procedure.

Recent work has attempted to incorporate the no-
tion of margin maximization when learning the pa-
rameter vector w. The basic idea is to incorporate
the margin in the constraints, in that we require the



margin between the “true” label (i.e., the reference
translation in our scenario) and the proposed label
(i.e., the hypothesis translation) to be proportional
to the “cost” of selecting the hypothesis over the ref-
erence. The cost is where we incorporate an exter-
nal metric, like BLEU, with the aim being to update
the weights such that we score the reference higher
than our hypothesis by an amount proportional to
the margin. In effect, the algorithm chooses the
“most dangerous competitor” as a negative exam-
ple, namely an example that has high model score,
as per Equation 1, but also has a high cost, and up-
dates away from this example and towards the refer-
ence. We use the term “cost-augmented hypothesis”
to refer to this negative example, since we take into
account the cost when selecting this hypothesis1.

Regarding the choice of the reference, as in Liang
et al. (2006), we note that it may not always be
appropriate to use the actual reference translation
(“bold” updating), as the reference may not always
be reachable by the model, so we take the highest
scoring translation that is actually achievable by our
model (“local” updating). In practice, this choice
amounts to picking the hypothesis in the k-best list
with the highest sentence-level BLEU, since we con-
tinue with the standard MT parameter tuning as-
sumption of restricting the search space to a series of
k-best lists. Additional details on other approaches
that incorporate the maximum margin idea are pre-
sented in Section 4.

In this work, we adopt the latent structural SVM
of (Yu and Joachims, 2009), as the framework al-
lows us to handle hidden variables in a structured,
maximum-margin setting. The objective function is:

min
w

λ

2
‖w‖2 +

C1

n∑
i=1

(
max
y,h

[w · Φ(x,y,h) + ∆(yi,y)]

)

− C1

n∑
i=1

(
max
h

w · Φ(x,yi,h)

)
(2)

= min
w

λ

2
‖w‖2 +

C1

∑
i∈S

(
max
y

[∆(yi,y)−w · Φyi,y(x)]

)
(3)

1it is also called the “loss-augmented hypothesis” in the lit-
erature, but we choose to avoid this term lest it be confused with
the loss function instead of the extrinsic cost function.

where in Equation 2, yi is the reference transla-
tion, henceforth referred to as the oracle, y ∈ Y is
the hypothesis, ∆(yi,y) is the extrinsic cost func-
tion that provides a measure of how much worse
it is to choose the hypothesis instead of the refer-
ence (we use difference in BLEU between the or-
acle and the hypothesis), n is the number of ex-
amples (sentences) in our training corpus, λ is the
regularization strength, and C1 is a constant (it
can be interpreted as the step size in the optimiza-
tion, as discussed in Section 2.3). We also write
this objective in a more concise form in Equation
3, where the set S refers to the training set that
contains reference translations for source-side sen-
tences, and Φyi,y(x) = Φ(x,yi,hi) − Φ(x,y,h∗)
such that hi = arg maxh∈Hw · Φ(x,yi,h) and
h∗ = arg maxh∈Hw · Φ(x,y,h). We are aware of
only one other work in translation that uses the struc-
tural SVM for training (Cherry and Foster, 2012), al-
though our approach was developed independently
and thus has several key differences, primarily a dif-
ferent optimization approach (see Section 2.3 for
more details).

In practice, what the above formulation amounts
to is that for every sentence, we choose the highest-
scoring hypothesis (in terms of an external metric
like BLEU) amongst the hypotheses in a k-best list
to be our oracle yi, and the hypothesis that maxi-
mizes a combination of the model score and an ex-
ternal cost as our cost-augmented hypothesis, and
update our weights towards the former and away
from the latter. Note that when selecting the cost-
augmented hypothesis, we weight the model score
and the external cost function equally (and also con-
vert the BLEU score into log space so that the quan-
tities are on the same scale); we plan to investigate
different scalings in future work. Similarly, while
we only use an external cost to select the oracle, one
can also incorporate the model score in that selection
too.

2.2 Incorporating Binary Feedback

The objective function in Equation 2 requires that
we have a structured label, yi, for every training ex-
ample we see. In the case of MT, we need a refer-
ence translation for every sentence, i.e., we need a
sentence-aligned parallel corpus. We note that even
though we may not always update towards the ref-



erence translation (as it may not even be achievable
by our model), we need the reference translation to
select our oracle, the achievable translation with the
highest BLEU. Obtaining structured labels, or ref-
erence translations is not a trivial or easy task, es-
pecially in the online setting. If a user receives an
incorrect hypothesis from the SMT system, it would
either be cumbersome to provide the reference, or
it may not even be possible if the user is monolin-
gual with respect to the language pair, a fairly typi-
cal end-user for machine translation. What is possi-
ble and easier however, is for the user to provide a
quick, binary “good” or “bad” response to the trans-
lation. How do we incorporate this form of weak
supervision into our objective function?

In response to this question, we propose to aug-
ment the concise objective function in Equation 3 in
a similar manner to (Chang et al., 2010):

min
w

λ

2
‖w‖2 + C1

∑
i∈S

(
max
y

[∆(yi,y)−w · Φyi,y(x)]

)
+ C2

∑
i∈B

max

(
0, 1− `i max

h
w · ΦB(x, ŷi,h)

)
(4)

where C2 is a constant, B is the set of binary-
labeled (“good” and “bad”) sentences that form the
positive and negative corpora, `i = 1 if i ∈ B+ (the
positive examples), `i = −1 if i ∈ B− (the negative
examples), ŷi is the target-side hypothesis with cor-
responding label `i, and ΦB(x, ŷi,h) = Φ(x,ŷi,h)

κ(x) ,
where κ(x) is a scaling factor that equal the length
of the source sentence x, as the features are sensitive
to the length of the source sentence. Note that we
use the hinge loss in the augmented term that han-
dles binary-labeled examples, and further note that
our binary feedback-related term includes a maxi-
mization over h, the set of all derivations that yield
the generated target-side hypothesis ŷi with binary
label `i. Recall that the second term in Equation
4 already contains the maximizations over hidden
derivations h, as per Equation 3.

As per our knowledge, this work is the first to
use the augmented form of Equation 4 in machine
translation; previous applications have focused on
arguably simpler problems.

2.3 Optimization for Learning
There are several options one could pursue when it
comes to optimizing the objective function in Equa-

tion 4. (Chang et al., 2010) use an iterative pro-
cedure similar to CCCP (concave convex proce-
dure), with a cutting planes strategy as per (Yu and
Joachims, 2009). Given the online nature of our
problem of updating parameter weights when pro-
vided with positive or negative feedback on a par-
ticular hypothesis, we feel it is more appropriate to
use a structured subgradient-based method, as de-
scribed by (Ratliff et al., 2007). This optimiza-
tion method is conceptually simpler than the cutting
planes and CCCP-based optimization, and also leads
to fast rates of convergence. Implementation of the
algorithm only requires the computation of the gra-
dient of Equation 4. Let F (wt) represent Equation
4, then the update step is:

wt+1 = wt − γ∇F (wt)

= wt − γ

(
λwt + C1

∑
i∈S

−Φyi,y(x) +

C2

∑
i∈B

−`i max
h

ΦB(x, ŷi,h)

)
= (1− γλ)wt +

γ

(
C1

∑
i∈S

Φ(x,yi,hi)− Φ(x,y,h) +

C2

∑
i∈B

`i max
h

ΦB(x, ŷi,h)

)
(5)

where γ is the gradient descent step size, which is
expressed as a parameter independent of the itera-
tion t, i.e., a fixed step size. The MIRA approach
(Watanabe et al., 2007; Chiang et al., 2008) natu-
rally provides adaptive step sizes, and extending our
binary-labeled framework to this regime remains fu-
ture work.

The intuition of Equation 5 is apparent: in the first
term we have the regularization effect, in the second
and third terms we essentially add to the parameter
weights an amount proportional to the feature val-
ues of the oracle translation, and subtract an amount
proportional to the feature values of the hypothesis
translation (i.e., the “most dangerous competitor”).
The last term is the one that deals with the binary-
labeled feedback, and essentially states that if the
feedback is positive, then we add to the parameters
an amount proportional to the feature values of that
particular hypothesis translation, otherwise we sub-
tract.

We can either update the weights after every sen-



tence i (the online or stochastic version) or at peri-
odic intervals (the batch version), chosen to be af-
ter every pass through a binary-labeled sub-corpus.
Updating the weights technically results in a differ-
ent k-best list for each sentence, or in other words
a moving oracle for the fully supervised corpus,
whereas our analysis hinges upon the k-best lists re-
maining fixed (Gimpel and Smith, 2012). In prac-
tice, we reselect the oracle in a manner similar to
(Cherry and Foster, 2012). In our experiments (Sec-
tion 3), we found that a batch update seemed to pro-
vide a smoother improvement over iterations, and
thus we chose this updating scheme for our final re-
sults.

3 Evaluation

The aim of the evaluation was to show that our
method effectively incorporates weak supervision in
the form of binary labels to improve BLEU over
time. We evaluated our proposed approach on a
Chinese-English dataset from the travel domain, the
BTEC (Basic Travel Expressions Corpus) dataset
from the IWSLT 2009 evaluation campaign (Paul,
2009). The corpus statistics are provided in Table 1.

Corpus Sentences Words (Source)
Training 182,288 1,293,520
Development 507 3420
Test 246 1543

Table 1: Number of words and sentences for the training,
tuning, and test corpora that we used

We used a hierarchical phrase translation
(synchronous context-free grammar) framework
for our experiments. We used Thrax2 for the
grammar extraction, GIZA++ (Och and Ney,
2003) for the word-level alignments (using the
grow-diag-final-and heuristic), SRILM
(Stolcke, 2002) and KenLM (Heafield, 2011) for ex-
tracting and building the LM binaries respectively,
and cdec (Dyer et al., 2010) for decoding. We also
used cdec’s libraries to implement our algorithm,
and are in the process of merging our code with the
mainstream package.

2http://cs.jhu.edu/ jonny/thrax/

3.1 Experimental Setup
Our algorithm relies on some form of feedback
to provide the weak supervision of binary labels.
While the motivation for our approach is based on a
“human in the loop” framework for providing these
labels, for the purposes of our experiments we re-
sorted to synthetically generating this feedback. The
experimental flow is shown in Figure 1.

2. Use development set to tune 
initial set of weights	


3. Evaluate on 20% held-out set:	

Generate + and - corpora	


1. Extract Grammar and LM from 
80% of training	


80%	


20%	


Training	
 Dev	


For j = 1,…, number of passes 	

   4. L-SSVM pass over dev set	

   Update Weights (average)	

   5. Binary L-SSVM pass over +set	

   Update Weights (average)	

   6. Binary L-SSVM pass over –set	

   Update Weights (average)	

End For	

7. Reset averaging; initialize new 
weights with updated weights	


If i ≤ Max Epochs	

Else	


Final Weights	


Figure 1: Flowchart for the experimental setup as de-
scribed in Section 3.1.

First, we took 20% of our training set for the pur-
poses of feedback generation. With the remaining
80% of the data, we extracted a grammar and filtered
it (Figure 1, Step 1) so that for any source right-hand
side, we kept at most 15 distinct target right-hand
side rules, sorted by the phrase target conditional
probability given the source, i.e., P (e|f). The re-
sulting grammar size consisted of 1,133,469 rules.
We also extracted a 3-gram language model from



the remaining 80% of the data, and this was the only
language model we used during decoding.

We then bootstrapped our system using the la-
tent structural SVM algorithm without any binary
feedback (Equation 3) and the development set to
get an initial baseline system (Figure 1, Step 2).
This initial system was generated by updating the
weights over 10 passes through the development set,
where we cumulatively averaged the weights be-
tween each pass. Using the bootstrapped set of pa-
rameter values, we evaluated on our held-out 20%
of the training data (Figure 1, Step 3), and using the
reference translations for this held-out set, evaluated
BLEU at the sentence-level3. Post-evaluation, trans-
lations that achieved a sentence-level BLEU greater
than 80 (on a scale of 0 to 100) were deemed to
have received “positive” feedback, and sentences
that achieved a sentence-level BLEU less than 20
were deemed to have received “negative” feedback.

After having obtained a set of positive and nega-
tive sentences, we proceeded with our proposed al-
gorithm, optimizing the objective function in Equa-
tion 4 using batch structured gradient descent (Sec-
tion 2.3). Within each epoch, we go through the de-
velopment (Figure 1, Step 4), positive (Step 5), and
negative (Step 6) corpora 10 times (corresponding to
the 10 passes), cumulatively averaging the weights
over passes. After updating the weights, we evalu-
ated the 20% held-out set again (Figure 1, Step 3),
and continued this methodology for a total of 10
epochs. The averaging of weights was reset as we
moved between epochs.

We used the standard set of small-scale features
for our experiments, namely a language model and
language model OOV feature, 6 phrase model or
grammar features (the lexical and phrase conditional
probabilities in both directions, as well as the phrase
penalty and glue rule features), a pass-through and
a word penalty feature. For future work, we plan
to extend our approach to numerous sparse, overlap-
ping features.

As a basis for comparison, we also tuned the pa-
rameter weights using MERT, firstly with 80% of
the training data (i.e., without the held-out portion),
tuned on the same development set, and evaluated

3we used the NIST mteval-v13.pl script with the
sentence-level BLEU flag.

on the same test set, and secondly with 100% of the
training data. Results were averaged over 5 MERT
runs for each setup. The language model and gram-
mar used were the same as those used in the latent
SSVM implementation.

3.2 Results

Results for the Chinese-English BTEC dataset over
10 epochs are presented in Figure 2, where we show
the learning curves as the number of iterations pro-
ceeds for the held-out “feedback generation” set, as
well as the test set and the development set. In ad-
dition, the dashed horizontal lines provide evalua-
tion results based on the two MERT baselines (80%
and 100% of training data). Given that the “feed-
back generation” set is used to determine positive
and negative sentences, the steady improvement in
BLEU (i.e., the number of positive sentences being
generated vs. the number of negative sentences) on
this set is in line with what we would expect, and the
final improvement amounts to 3.18 BLEU. The ap-
pealing aspect of our approach is the significant and
smooth improvement on the unseen test set, from a
baseline BLEU score of 37.97, to an eventual score
of 43.15 after 10 epochs, and achieving a highest
score of 43.64 (after epoch 9). The maximum im-
provement is 5.67 BLEU points. Our results com-
pare favorably with the MERT baselines - even with
100% of the training data, the MERT-tuned weights
result in an average BLEU score of 38.94, more
than 4 BLEU points away from the eventual binary
feedback-based result.

We also decided to investigate an alternative ex-
perimental setup, whereby the “positive” hypothe-
ses are assumed to be good enough to be reference
translations, the development set gets augmented
with these translations and a subsequent re-training
is done on the augmented development set (for 10
epochs). The results are presented in Figure 3, and
show that while the performance on the 20% held-
out set improves (by a BLEU score of 4.59, higher
than our proposed approach), the generalization to
the unseen test set is significantly impacted: the best
improvement in terms of BLEU on the test set is 1.75
points for this method. This finding underscores the
importance of negative examples especially in train-
ing a translation system. In addition, the augmenta-
tion constantly increases the size of the development
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Figure 2: BLEU vs. Epoch for the iterative weakly su-
pervised experiments. One sees a significant increase in
BLEU by incorporating binary labeled data. The dashed
lines represent the MERT baselines evaluated on the test
set only, red for 100% of the training data, and black for
80% of the training.

set at each epoch. In fact, while our development
set started off with 507 sentences (Table 1), after 10
epochs we had almost 90,000 sentences in the devel-
opment set, which significantly increases the time
taken for parameter tuning.
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Figure 3: BLEU vs. Epoch for the experiments where
we augment the development set with sentences from the
heldout set with a BLEU score greater than a threshold
(the “positive” feedback data). Performance on the held-
out set is strong, as one can expect, but generalization is
relatively poor.

There are several additional parameters intro-
duced by the algorithm, as presented in Equation
5: the regularization strength λ and the supervised
(C1) and positive/negative (C2) step sizes. We set
λ = 0.001, and C1 = C2 = 1 × e−6, after experi-
menting with several different values.

4 Related Work

Large-margin training started to become popular in
natural language processing after the structured per-
ceptron of (Collins, 2002). The first application of
large-margin training in MT (at the training and de-
coding level, as opposed to restricted to k-best list
reranking) was by (Liang et al., 2006), where they
applied the structured perceptron to train the weights
of a high number of sparse features. Subsequent
advancements in large margin training such as the
application of MIRA (Crammer and Singer, 2003)
include (Watanabe et al., 2007), (Blunsom et al.,
2008), and (Chiang et al., 2008).

The latent structural SVM formulation was pre-
sented by (Yu and Joachims, 2009), to handle hid-
den or latent structures as is prevalent in natu-
ral language processing, an extension to the “slack
rescaling” (Tsochantaridis et al., 2005) and “margin
rescaling” (Taskar et al., 2003) versions of the struc-
tural SVM. The structured subgradient method for
optimization was proposed by (Ratliff et al., 2007),
and (Chang et al., 2010) presented the addition of
loss functions for binary-labeled data. We adapted
the algorithm and made several MT-specific modifi-
cations, as well as the presentation of this method in
a semi-online manner.

Some work has attempted to incorporate user
feedback in SMT. (Ortiz-Martinez et al., 2010) in-
troduce an online learning approach for an inter-
active SMT system, where the sufficient statistics
of the generative models are updated incrementally.
Their system is presented as an assistive tool for
bilingual human translators. A monolingual speaker
would find it difficult to provide the level of feed-
back required by the system without prior knowl-
edge of the meaning of the sentence to be translated.
Even for a bilinguals, the effort required in correct-
ing hypotheses is excessive.

We note that our approach is somewhat similar
to that proposed by (Hall et al., 2011), wherein
the authors propose an augmented loss framework
within a discriminative setting to handle additional
datasets with arbitrary loss functions. They restrict
their work to the structured perceptron optimized in
an online fashion, and focus primarily on depen-
dency parsing (albeit within a machine translation
pipeline), whereas we look at improving transla-



tion quality in an end-to-end framework. These ap-
proaches would fall broadly into the “weak supervi-
sion” category of discriminative training, where we
attempt to incorporate additional weaker or less in-
formative sources of information to improve overall
performance in the system.

5 Conclusion & Future Work

In this work, we presented a large-margin based ap-
proach to incorporate binary forms of feedback in
an end-to-end machine translation framework. By
adopting a suitable loss function over these binary-
labeled examples, and performing the resulting op-
timization with structured gradient descent, we are
able to achieve gains in excess of 5.5 BLEU points
with the additional binary-labeled feedback.

In the future, we would like to work on numer-
ous (i.e., more than a million) sparse, overlapping
features, as well as test on additional language pairs.
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