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Binzmühlestrasse 14

CH-8050 Zurich

{plamada, volk}@cl.uzh.ch
phillip.stroebel@uzh.ch
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Abstract

This paper describes the challenges of

building a Statistical Machine Translation

(SMT) system for non-fictional subtitles.

Since our experiments focus on a “dif-

ficult“ translation direction (i.e. French-

German), we investigate several meth-

ods to improve the translation perfor-

mance. We also compare our in-house

SMT systems (including domain adap-

tation and pre-reordering techniques) to

other SMT services and show that pre-

reordering alone significantly improves the

baseline systems.

1 Introduction

The recent advances in Statistical Machine Trans-

lation (SMT) have drawn the interest of the lan-

guage industry towards it. The main advantages

of integrating automatic translations are both cost

and time savings, since the translation efforts can

be reduced to post-editing activities. Experiments

for different topical domains (such as software lo-

calization, film subtitling or automobile marketing

texts) reported time savings between 20% and 30%

(Volk, 2008; Plitt and Masselot, 2010; Läubli et al.,

2013). These success stories strengthen our moti-

vation to build a SMT system specialized on non-

fictional content (e.g. documentaries, informative

broadcasts).

The challenge of this task lies in the desired

translation direction, namely from French into

German. As the target language is morpholog-

ically richer than the source language, we ex-
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pect difficulties in generating grammatically cor-

rect output. This drawback can be overcome

by means of hierarchical models (Huck et al.,

2013), improved morphological processing (Cap et

al., 2014) or models enriched with part-of-speech

(POS) information (Stüker et al., 2011). Another

known issue with translations into German is the

word order (e.g. the long-range disposal of separa-

ble prefix verbs or composed tenses), which can re-

sult in missing verbs or verb particles in the trans-

lated output. A general solution when translating

between languages with different word order is to

reorder the source texts according to the word or-

der in the target language, as suggested by Niehues

and Kolls (2009).

In this paper we investigate how well these tech-

niques can be applied for subtitles and we par-

ticularly focus on the problem of missing verbs.

We show that handling this aspect alone improves

the SMT performance. We furthermore discuss

whether the SMT performance is good enough to

be incorporated in the translation workflow of a

subtitling company.

2 The proposed solution

2.1 Domain description

SWISS TXT provides multimedia solutions for the

Swiss National Radio and Television association.

The company includes a subtitling division, which

is responsible for producing subtitles for the broad-

casted TV shows in the Swiss national languages:

German, French, Italian and Rumansh. The sub-

titles are localized for the region where the TV

show is broadcast (e.g. in the German-speaking

part of Switzerland subtitles are only displayed in

German). In order to ensure the desired quality,

this work is done manually.
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In a small cooperation project, we investigated

whether SMT can facilitate the translation process,

with a special focus on translating the subtitles of

a French TV news magazine (called TP1) into Ger-

man. The magazine covers a variety of topics, such

as politics, society, economy or history with both

Swiss and international foci.

2.2 Reordering approach

Although the standard SMT training includes by

default a reordering step, the model cannot han-

dle long-distance verb components. Therefore

we apply an additional reordering step on the

French input during pre-processing (also called

pre-reordering), in which we focus on verb ”de-

pendencies”. Our approach is rule-based and

makes the distinction between main and subor-

dinate clauses, since the position of the German

verbs differs from clause to clause. For example,

in declarative main clauses the finite verb is in the

second position, whereas in some interrogative and

exclamatory sentences it is in initial position (verb

first). And in some subordinate clauses it can take

a clause-final position.

Our reordering rules are mostly based on POS

tags, but sometimes they also include word lem-

mas. They are learned from a subset of the French

treebank consisting of 12,500 sentences from the

LeMonde newspaper (Abeillé and Barrier, 2004).

We first tag and parse the French sentences2 and

identify the main and subordinate clauses. Subse-

quently we extract the POS sequences correspond-

ing to main and subordinate clauses respectively,

and calculate their frequency. The most frequent

patterns are then manually analyzed and corre-

sponding reordering rules are generated.

As an example, consider the French sentence FR

orig (English: I hope that this will level off.) and

the extracted reordering rule. In this case, the aux-

iliary verb va has to be placed in the end of the sub-

ordinate clause, in order to comply with the Ger-

man word order (as in FR reordered).

FR orig J’/CLS espère/V que/CS ça/PRO va/V

se/CLR stabiliser/VINF ./PONCT

PRO V CLR VINF → PRO CLR VINF V

FR reordered J’espère que ça se stabiliser va.

1Full name suppressed due to privacy concerns
2
http://alpage.inria.fr/statgram/frdep/

fr_stat_dep_malt.html

A frequency distribution of these patterns shows

that there are a couple of reoccurring patterns and

many tag sequences which are rare (in agreement

with Zipf’s law). The rule set in these experiments

consists of 30 rules, which cover approximately

70% of the sentences in need for reordering.

3 SMT experiments

3.1 Data description

It is known that good SMT performance can be ob-

tained with considerable amounts of similar train-

ing data. In our case, only 40 subtitle files of

the TP magazine were available in both languages,

since the TV show has only recently been broad-

cast in the German-speaking part. Therefore we

had to make use of other parallel resources, as sim-

ilar as possible to the texts we intend to translate.

A brief description of the data sets follows:

In-domain data The dataset consists of the 40

comparable files3 of the informative broad-

cast TP.

“Similar in-domain“ data I 4 The dataset con-

sists of TED talks transcriptions in German

and French from the WIT3 corpus5.

“Similar in-domain“ data II 4 The dataset con-

sists of subtitles of informative broadcasts

with the same profile (called TV)1.

Out-of-domain data The dataset consists of

freely available subtitles from the OPUS

OpenSubtitles corpus6.

The size of the parallel data sets used for our

SMT experiments is detailed in table 1. We report

the number of sentences because we decided to

train the system on whole sentences, since the big-

ger corpora (OPUS and TED) were already avail-

able in this format. For this purpose, TV and

TP subtitles have also been merged into sentences.

The development and the test data have been with-

held from the in-domain corpus.

3.2 System description

The SMT systems are trained with the Moses

toolkit, according to the guidelines on the official

3We call them comparable because not every German subti-
tle/sentence has a corresponding French one and vice versa.
4Non-fictional texts, written in a different style than the one
to translate
5
https://wit3.fbk.eu/

6
http://opus.lingfil.uu.se/
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Data set Sentences DE Words FR Words

OPUS 3,326,000 20,635,000 20,853,000

TV 641,000 5,905,000 8,760,000

TED 137,000 2,166,000 2,881,000

TP 11,000 113,000 144,000

Dev set 1350 14,000 14,800

Test set 300 3,000 3,200

Table 1: The size of the German-French data sets

website, with the difference that we lowercase the

data instead of truecasing it7. The model combina-

tions (phrase table combination, language model

interpolation) are generated with the tools avail-

able in the Moses distribution. The parameters of

the global models are optimized through Minimum

Error Rate Training (MERT) on an in-domain de-

velopment set (Och, 2003). The translation per-

formance is measured in terms of several evalua-

tion metrics on a single reference translation using

multeval8.

Since the collected data sets are very hetero-

geneous, training a system on concatenated data

did not make any sense because we would risk

that bigger corpora overpower the small in-domain

one. To avoid this, we make use of a common

domain adaptation technique, namely mixture-

modeling (Sennrich, 2012), and we apply it to both

the translation and the language models. The com-

ponents of the combined translation models have

been trained independently on the corresponding

parallel corpora (OPUS, TED etc.), whereas the

language models are trained on the target side of

these corpora.

The Hierarchical system is trained by the same

principles, but uses hierarchical models instead of

plain phrase-based models. Such models learn

translation rules from parallel data by means of

probabilistic synchronous context-free grammars

and are able to handle languages with different

word order. The Improved system uses mixed

phrase-based models, but unlike the baseline sys-

tem, the models are trained on reordered sentences.

Reordering is performed during preprocessing and

has been applied to training, development and test

data alike. However, reordering only makes sense

if the main clause and the subordinate ones are in

the same translation unit. Since a common practice

in subtitling is to separate subordinate clauses from

7
http://www.statmt.org/moses/?n=Moses.

Baseline
8
https://github.com/jhclark/multeval

the main clause (due to length restrictions), we had

to join the subtitles in order for the reordering to be

effective.

3.3 Results

The results of the SMT experiments are summa-

rized in table 2. As expected, both the hierarchical

and the improved systems outperform the baseline

in the automatic evaluation, as reflected by all re-

ported scores (BLEU, METEOR and TER).

System BLEU ↑ METEOR ↑ TER ↓

Baseline 16.4 34.9 64.5

Hierarchical 17.1 35.3 64.2

Improved 17.4 35.9 63.9

Google Translate 14.3 30.3 68.7

Table 2: SMT results for French-German

However, the system trained on reordered sen-

tences is slightly better than the hierarchical one,

as the following example shows. We also com-

pared our in-house systems against Google Trans-

late (a large scale SMT system)9 and we system-

atically score better. However, this effect can par-

tially be attributed to the lexical choices, which are

different from the reference, as the following ex-

ample shows.

FR orig: -Rémy est loin d’imaginer ce qui va lui

arriver .

Baseline: -Rémy ist nicht, was geschehen wird .

Hierarchical: Es ist nicht, was geschehen wird .

Improved: -Rémy ist weit weg, sich vorzustellen,

was ihm geschieht .

Google: -Rémy hat keine Ahnung, was mit ihm

geschehen wird .

DE ref: Rémy hat keine Vorstellung, was ihm

bevorsteht .

The same happens with the Improved system,

which generates an almost correct German sen-

tence following the syntax from the original sen-

tence (which is different from the reference). We

also note that this output is better than what the rest

of our in-house systems generate because the verbs

are no longer missing and they are correctly placed

according to the type of clause (main/subordinate).

However, a better option would have been to trans-

late the phrase être loin d’imaginer (EN: to be

far from imagining) as a multiword unit, but our

systems do not specifically handle these kind of

phrases.

9
http://translate.google.com
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In order to assess the improvements from a

translator’s perspective, we conducted a small hu-

man evaluation experiment with one potential user.

The purpose of the experiment was to judge the

usefulness of the MT output in general, with re-

spect to post-editing efforts. The test data con-

sisted of a real subtitle file with no additional pre-

processing (e.g. merging into sentences). Accord-

ing to his judgment, 33.5% of the subtitles can be

used directly or with small corrections, 48.5% of

the subtitles need improvements, but post-editing

would still be faster than translating from scratch,

whereas 18% of the subtitles require a retransla-

tion. We consider these findings more insightful

than the automatic scores, as they can be used to

further improve our SMT system.

4 Conclusion

In this paper we have described our efforts of

building a SMT system for translating French sub-

titles into German. This was particularly chal-

lenging since only a small in-domain corpus was

available and thus different corpora (with differ-

ent styles) had to be combined into a single sys-

tem. We addressed this issue by applying mix-

ture modeling, thus ensuring that Swiss-specific

terms were preferred over alternative translations.

For example, the French verb évincer (EN: to ex-

pel sb.) was consistently translated as ausschaffen

(as learned from our in-domain corpus), instead of

ausschliessen (as found in other corpora).

We have also shown how the translation quality

can be improved by pre-reordering the input sen-

tences. This preprocessing step used a set of POS-

based rules extracted from a parsed French cor-

pus. Although our approach focused on the correct

placement of verbs depending on the clause type

(main vs. subordinate), the system trained with re-

ordered sentences gained 1 BLEU point on top of

the baseline. This finding suggests that a more

refined set of reordering rules will contribute to

further improving translations. It is also conceiv-

able to include morphological information (as sug-

gested by other approaches) for the purpose of gen-

erating correct word forms.

We cannot help noticing that the obtained BLEU

scores were still in a low range. We think that this

was partially due to our test set, which often con-

tained paraphrases instead of literal translations.

On the other hand, the human evaluation showed a

high acceptance rate of the MT output, since only

18% was assessed as unusable. This kind of output

could be easily suppressed in a quality estimation

post-processing step. This way we would only de-

liver translations in which our system is confident,

allowing post-editors to save both time and efforts.
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