
Spelling Normalization of Historical Documents by Using a Machine
Translation Approach

Miguel Domingo
PRHLT Research Center

Universitat Politècnica de València
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Abstract

The lack of a spelling convention in his-
torical documents makes their orthogra-
phy to change depending on the author
and the time period in which each docu-
ment was written. This represents a prob-
lem for the preservation of the cultural her-
itage, which strives to create a digital text
version of a historical document. With
the aim of solving this problem, we pro-
pose three approaches—based on statistical,
neural and character-based machine trans-
lation—to adapt the document’s spelling
to modern standards. We tested these ap-
proaches in different scenarios, obtaining
very encouraging results.

1 Introduction

With the aim of preserving the cultural heritage,
there is an increased need for the digitalization of
historical documents, a procedure which strives for
creating digital text which can be searched and au-
tomatically processed (Piotrowski, 2012). However,
the linguistic properties of historical documents cre-
ate an additional difficulty. On the one hand, human
language evolves with the passage of time. On the
other hand, the lack of a spelling convention makes
orthography to change depending on the author and
the time period in which a given document was
written. This makes historical documents harder to
read, and makes it even more difficult to search for
certain information in a collection of documents, or
any other process that must be applied to them.

Spelling normalization aims to resolve these
problems. Its goal is to adapt the document’s
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spelling to modern standards, increasing docu-
ments’ readability and achieving an orthography
consistency. Some approaches to spelling normal-
ization include creating an interactive tool that in-
cludes spell checking techniques to assist the user
in detecting spelling variations (Baron and Rayson,
2008). Porta et al. (2013) made use of a weighted
finite-state transducer, combined with a modern
lexicon, a phonological transcriber and a set of
rules. Scherrer and Erjavec (2013) combined a
list of historical words, a list of modern words
and character-based Statistical Machine Transla-
tion (SMT). Bollmann and Søgaard (2016) took a
multi-task learning approach using a deep bi-LSTM
applied at a character level. Ljubešic et al. (2016)
applied a token/segment-level character-based SMT
approach to normalize historical and user-created
words. Domingo et al. (2017) applied a SMT ap-
proach combined with the use of data selection
techniques. Finally, Korchagina (2017) made use of
rule-based MT, character-based SMT and character-
based NMT.

In this work, we propose three approaches to
tackle spelling normalization: a method based on
SMT; another method based on Neural Machine
Translation (NMT); and another method based
on Character-Based Machine Translation (CBMT).
Our main contribution are the followings:

• First use (to the best of our knowl-
edge) of word-based and subword-based
NMT—character-based NMT was already
used by Korchagina (2017)—for spelling nor-
malization.

• Comparison of different approaches based on
SMT and NMT.

• Experimented with four historical corpora
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from three different time periods, in two dif-
ferent languages and with three distinct alpha-
bets.

The rest of this document is structured as follows:
In Section 2, we introduce the machine translation
approaches used in our work. Section 3 presents
the different approaches taken to achieve spelling
normalization. Then, in Section 4, we describe
the experiments conducted in order to assess our
proposal. After that, in Section 5, we present and
discuss the results of those experiments. Finally, in
Section 6, conclusion are drawn.

2 Machine Translation Approaches

In this section, we present the machine translation
approaches used in our work.

2.1 Statistical Machine Translation
The goal of SMT is to find, given a source sentence
x, its best translation ŷ (Brown et al., 1993):

ŷ = argmax
y

Pr(y | x) (1)

For years, phrase-based models (Koehn, 2010)
have been the prevailing approach to compute this
expression. These models rely on a log-linear com-
bination of different models (Och and Ney, 2002):
namely, phrase-based alignment models, reordering
models and language models; among others (Zens
et al., 2002; Koehn et al., 2003). However, more re-
cently, this approach has shifted into neural models
(see Section 2.2).

2.2 Neural Machine Translation
NMT is the neural approach to compute Eq. (1).
Frequently, it relies on a Recurrent Neural Network
(RNN) encoder-decoder framework. At the encod-
ing step, the source sentence is projected into a
distributed representation. Then, at the decoding
step, the decoder generates its translation word by
word (Sutskever et al., 2014).

The system’s input is a sequence of words in the
source language. Each source word is linearly pro-
jected to a fixed-sized real-valued vector through
an embedding matrix. These word embeddings
are feed into a bidirectional (Schuster and Paliwal,
1997) Long Short-Term Memory (LSTM) (Hochre-
iter and Schmidhuber, 1997) network, resulting in a
sequence of annotations produced by concatenating
the hidden states from the forward and backward
layers.

The model features an attention mechanism (Bah-
danau et al., 2015), which allows the decoder to
focus on parts of the input sequence, computing
a weighted mean of annotations sequence. These
weights are computed by a soft alignment model,
which weights each annotation with the previous
decoding state.

The decoder is another LSTM network, condi-
tioned by the representation computed by the atten-
tion model and the last word generated. Finally, a
deep output layer (Pascanu et al., 2013) computes a
distribution over the target language vocabulary.

The model is trained by means of stochastic
gradient descend, applied jointly to maximize the
log-likelihood over a bilingual parallel corpus. At
decoding time, the model approximates the most
likely target sentence with beam-search (Sutskever
et al., 2014).

2.3 Character-based Machine Translation

CBMT comes as a solution to reduce the training
vocabulary by dividing words into a sequence of
characters, and treating each character as if it were
a word. Moreover, it also strikes for being a so-
lution of not having a perfect segmentation algo-
rithm—which should be able to segment a given
sentence in any language, into a sequence of lex-
emes and morphemes (Chung et al., 2016).

Although CBMT was already being researched
in SMT (Tiedemann, 2009; Nakov and Tiedemann,
2012), its interest has increased with NMT. Some
approaches to character-based NMT consist in us-
ing hierarchical NMT (Ling et al., 2015), a charac-
ter level decoder (Chung et al., 2016), a character
level encoder (Costa-Jussà and Fonollosa, 2016)
or, for alphabets in which words are composed by
fewer characters, by constructing an NMT system
that takes advantage of that alphabet (Costa-Jussà
et al., 2017).

3 Spelling Normalization

In this section, we propose different approaches
to adapt the spelling of historical documents to
modern standards.

Our first approach is based on SMT. Considering
the document’s language as the source language
and its normalized version of that language as the
target language, we propose to use SMT to adapt
the document’s spelling to modern standards.

In our second approach, we wanted to assess how
well NMT works for normalizing the spelling of a
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historical document. Therefore, similarly as to with
the previous approach, considering the document’s
language as the source language and its normal-
ized version of that language as the target language,
we propose to use NMT to adapt the document’s
spelling to modern standards.

Finally, since in spelling normalization changes
frequently occur at a character level, it seemed fit-
ting to use a character-based strategy. Therefore,
our third approach is based on CBMT. Similarly as
to with the previous approaches, considering the
document’s language as the source language and its
normalized version of that language as the target
language, we propose to use CBMT to adapt the
document’s spelling to modern standards.

As a starting point and to have the same condi-
tions in both SMT and NMT, in this work we chose
to use the simplest character-based approach: to
split words into characters and, then, apply conven-
tional SMT/NMT.

4 Experiments

In this section, we describe the experiments con-
ducted in order to assess our proposal. Additionally,
we present the corpora and metrics.

4.1 Corpora
To conduct our experiments, we made use of the
following corpora:

Entremeses y Comedias (F. Jehle, 2001): A col-
lection of comedies by Miguel de Cervantes,
written in 17th century Spanish.

Quijote (F. Jehle, 2001): The 17th century Spanish
novel by Miguel de Cervantes.

Bohoric̆ (Ljubešić et al., 2016): A collection of
18th century Slovene texts written in the Bo-
horic̆ alphabet.

Gaj (Ljubešić et al., 2016): A collection of 19th

century Slovene texts written in the Gaj alpha-
bet.

The first two corpora are Spanish literary works,
written across the 17th century. The first corpus
is composed of 16 plays—8 of which have a very
short length—while the second corpus is a two-
volumes novel. The last two corpora are a collection
of texts extracted from Slovene books. The first one
is made up of texts from the 18th century and it is
written in the old Bohoric̆ alphabet, and the second

one is made up of texts from the 19th century and
written in the contemporary Gaj alphabet. Table 1
shows the corpora statistics.

4.2 Metrics
In order to asses our proposal, we made use of the
following well-known metrics:

BiLingual Evaluation Understudy (BLEU) (Pa-
pineni et al., 2002): computes the geometric
average of the modified n-gram precision, mul-
tiplied by a brevity factor that penalizes short
sentences.

Translation Error Rate (TER) (Snover et al.,
2006): computes the number of word edit
operations (insertion, substitution, deletion
and swapping), normalized by the number of
words in the final translation.

Character Error Rate (CER): computes the
number of character edit operations (insertion,
substitution and deletion), normalized by the
number of characters in the final translation.

Confidence intervals (p = 0.05) are computed
for all metrics by means of bootstrap resam-
pling (Koehn, 2004).

4.3 Systems
SMT systems were trained with the Moses
toolkit (Koehn et al., 2007), following the stan-
dard procedure: we optimized the weights of the
log-lineal model with MERT (Och, 2003), and used
SRILM (Stolcke, 2002) to estimate a 5-gram lan-
guage model, smoothed with the improved Kneser-
Ney method (Chen and Goodman, 1996). More-
over, since source and target have the same linguis-
tic structures—the only changes between source
and target are orthographic—we used monotonous
reordering. Finally, the corpora were lowercased
and tokenized using the standard scripts, and the
translated text was truecased with Moses’ true-
caser.

NMT systems were trained with
OpenNMT (Klein et al., 2017), as described
in Section 2.2. Following the findings from
Britz et al. (2017), we used LSTM units. The
size of the LSTM and word embedding were set
according to the results of the development set.
We used Adam (Kingma and Ba, 2014) with a
learning rate of 0.0002 (Wu et al., 2016). The
beam size was set to 6. Finally, the corpora were
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Entremeses y Comedias Quijote Bohoric̆ Gaj

Train

|S| 35.6K 48.0K 3.6K 13.0K
|T | 250.0/244.0K 436.0/428.0K 61.2/61.0K 198.2/197.6K
|V | 19.0/18.0K 24.4/23.3K 14.3/10.9K 34.5/30.7K
|W | 52.4K 97.5K 33.0K 32.7K

Development

|S| 2.0K 2.0K 447 1.6K
|T | 13.7/13.6K 19.0/18.0K 7.1/7.1K 25.7/25.6K
|V | 3.0/3.0K 3.2/3.2K 2.9/2.5K 8.2/7.7K
|W | 1.9K 4.5K 3.8K 4.5K

Test

|S| 2.0K 2.0K 448 1.6K
|T | 15.0/13.3K 18.0/18.0K 7.3/7.3K 26.3/26.2K
|V | 2.7/2.6K 3.2/3.2K 3.0/2.6K 8.4/8.0K
|W | 3.3K 3.8K 3.8K 4.8K

Table 1: Corpora statistics. |S| stands for number of sentences, |T | for number of tokens, |V | for size of the vocabulary and
|W | for the number of words whose spelling does not match modern standards. K denotes thousand.

lowercased and tokenized—and, later, truecased
and detokenized—using OpenNMT’s tools.

CBMT systems were trained in the same way as
conventional SMT/NMT systems. The only differ-
ence is that the corpora’s words were previously
split into characters. Then, after translating the
document, words were restored.

To reduce the vocabulary, we used Byte Pair En-
coding (BPE) (Sennrich et al., 2016). These sys-
tems were trained in the same way as conventional
SMT/NMT systems. The only difference is that the
corpora were previously encoded using BPE, and
the translated text was decoded afterwards. BPE
encoding was learned and applied using the scripts
kindly provided by Sennrich et al. (2016). In learn-
ing the encoding, we used the default values for
the number of symbols to create and the minimum
frequency to create a new symbol.

Finally, in order to assess our proposal, we con-
sidered as a baseline the quality of the original
document with respect to its ground truth version,
in which the spelling has already been updated to
match modern standards. Nonetheless, as a sec-
ond baseline, we implemented a statistical dictio-
nary. Using mgiza (Gao and Vogel, 2008), we
computed IBM’s model 1 (Och and Ney, 2003) to
obtain word alignments from source and target of
the training set. Then, for each source word, we
selected as its translation the target word which had
the highest alignment probability with that source
word. Finally, at translation time, we translated
each source word with the translation that appeared
in the dictionary. If a given word did not appear in
the dictionary, then we left it untranslated.

5 Results

In this section, we present and discuss the exper-
iments conducted in order to assess our proposal.
Table 2 presents the experimental results.

The Slovene language had a big restructuring in
the 18th century. For this reason, Bohoric̆—whose
documents were written during this period—is the
corpus whose orthography differs the most com-
pared to modern standards. Evaluating the docu-
ment’s spelling differences with respect to modern
orthography results in a low BLEU value, a high
TER value and a fairly high CER value. However,
just by applying a statistical dictionary we achieved
great improvements: BLEU and TER improved
highly, and CER decreased significantly.

With our first approach, we achieved even greater
improvements for all metrics. Furthermore, when
using BPE to reduce the vocabulary, we achieved
new improvements. These improvements were
more notorious when evaluating with CER and
BLEU, although they were significant with TER as
well.

Our second approach achieved less satisfying re-
sults. The document’s spelling differences were sig-
nificantly reduced when measuring with BLEU and
TER. However, the results were significantly worse
than the ones obtained using a statistical dictionary.
Furthermore, using CER to measure the spelling
differences resulted in the document having more
differences than the original document. Using BPE
to reduce the vocabulary did not help. In fact, re-
sults were significantly worse. Most likely, this
was due to the properties of the corpus: being the
smallest of the corpora (less than four thousand
sentences and with a vocabulary of around ten thou-

132



System Entremeses y Comedias Quijote Bohoric̆ Gaj

BLEU TER CER BLEU TER CER BLEU TER CER BLEU TER CER

Baseline 46.1± 1.4 31.7± 1.2 12.0± 0.4 59.6± 1.2 19.4± 0.7 7.4± 0.3 16.4± 1.6 49.0± 1.5 21.7± 0.6 68.1± 1.1 12.3± 0.5 3.5± 0.1
SD 80.8± 1.2 8.3± 0.5 4.0± 0.3 89.7± 0.8 5.3± 0.5 3.4± 0.3 52.5± 2.0 20.7± 1.2 17.2± 0.7 75.1± 0.8 8.8± 0.4 8.7± 0.3

SMT 82.1± 1.1 8.0± 0.5 6.7± 0.2 91.1± 0.7 4.5± 0.4 5.3± 0.3 63.0± 2.1 15.1± 1.1 9.0± 0.5 82.6± 0.7 5.2± 0.3 2.8± 0.1
SMTBPE 83.6± 1.1 7.2± 0.5 6.2± 0.2 94.6± 0.6 2.8± 0.3 4.3± 0.2 70.4± 2.0 11.7± 1.0 5.3± 0.3 83.7± 0.7 1.8± 0.3 2.7± 0.1

NMT 72.2± 1.4 15.2± 0.9 18.0± 0.8 84.4± 0.9 8.1± 0.5 10.2± 2.4 36.7± 2.0 33.9± 2.1 41.4± 1.4 50.4± 1.4 28.3± 3.3 36.0± 2.7
NMTBPE 76.7± 1.3 12.4± 0.8 8.1± 0.5 92.0± 0.7 4.6± 0.4 3.8± 0.3 31.6± 2.2 43.5± 6.1 48.6± 3.6 68.0± 1.5 23.7± 3.7 19.8± 2.6

CBSMT 91.4± 0.9 3.7± 0.4 1.2± 0.1 94.7± 0.6 2.8± 0.3 2.0± 0.2 75.5± 1.8 8.7± 0.9 2.4± 0.2 83.2± 0.7 5.0± 0.3 1.3± 0.1
CBNMT 81.3± 1.3 8.3± 0.8 3.0± 0.6 91.0± 0.7 4.6± 0.4 2.9± 0.3 27.6± 2.4 85.2± 6.7 68.2± 4.5 40.2± 1.9 62.7± 2.9 52.5± 2.1

Table 2: Experimental results. Baseline system corresponds to considering the original document as the document to which the
spelling has been normalized to match modern standards. SD is the statistical dictionary. SMT is the standard SMT system.
SMTBPE is the SMT system trained after encoding the corpora using BPE. NMT is the standard NMT system. NMTBPE is
the NMT system trained after encoding the corpora using BPE. CBSMT is the character-based SMT system. CBNMT is the
character-based NMT system. Best results are denoted in bold.

sand words), it was not big enough for NMT to
learn properly how to update the document’s or-
thography.

Finally, our third approach was both the most
and least satisfying. While character-based SMT
achieved the best results for all metrics–all of them
were significantly better than the results achieved by
SMT with BPE—character-based NMT achieved
the worst results. Once more, this was most likely
due to the corpus being too small for the neural
systems.

Entremeses y Comedias, the oldest of the cor-
pora, is the next corpus with greater orthographic
difference. Nonetheless, the quality of the original
document shows fairly good BLEU value, a consid-
erable good TER value, and a low CER value. In
spite of this, the statistical dictionary achieved sig-
nificant improvements, the most noteworthy being
the increase of BLEU, which was the metric that
showed the lowest quality.

The SMT approach reduced significantly the
spelling differences from the original document.
However, in this case, results were not signifi-
cantly different to the ones obtained by the sta-
tistical dictionary, except when evaluating with
CER, which results were slightly (around two CER
points) worse. Moreover, reducing the vocabulary
with BPE did not achieved a significant difference
with using the full vocabulary.

The NMT system behave in a similar fashion as
with the previous corpus: BLEU and TER showed
a significant reduction of the spelling difference
from the original document, but smaller than the
reduction achieved by the statistical dictionary. In
this case, however, the differences with the statis-
tical dictionary were smaller (around eight points
of BLEU and TER). Moreover, although CER still
showed more spelling differences than in the orig-

inal document, its value was not as bad as with
Bohoric̆ (around six points of CER). Furthermore,
despite still being worse than the statistical dictio-
nary, BPE helped to improve results. It is worth
noting the improvement in CER (around ten points),
which represents an improvement with respect to
the spelling differences in the original document.

Once more, the character-based approach yielded
the best results. Character-based NMT was the
neural approach which yielded the best results, al-
though these results were not significantly different
to the ones obtained by the statistical dictionary.
However, character-based SMT did significantly
improved the statistical dictionary.

Similarly to what happened with the other cor-
pora, the statistical dictionary significantly reduced
the spelling differences in the Quijote corpus. It is
worth noting, however, that these differences are
considerable smaller in this corpus: measuring the
spelling differences in the original document shows
a fairly good BLEU and TER values, and fairly
small CER values.

In this case, the SMT approach did not yield re-
sults as satisfactorily as with the previous corpora.
Results showed a significant improvement with re-
spect to the original document. However, this im-
provement was not significantly different than the
one achieved by the statistical dictionary—except
when measuring with CER, whose value was sig-
nificantly worse. Nonetheless, BPE improved the
results, and the generated document was signifi-
cantly better (for all metrics except for CER) than
the document generated by the statistical dictionary.

The results yielded by the NMT system showed a
significant improvement with respect to the spelling
differences from the original document (except
when measuring with CER), but this improvement
was significantly worse than the one achieved by
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the statistical dictionary. Reducing the vocabulary
with BPE helped to improve the results—specially
when measuring with CER, whose results were now
significantly better than the original document—but
they were similar to the statistical dictionary’s re-
sults.

Finally, the character-based approached achieved,
once more, the best results. However, while using
CER to measure the document’s spelling differ-
ences with respect to modern standards yielded a
significant improvement (for character-based SMT),
measuring with BLEU and TER yielded similar re-
sults to using the SMT approach combined with
BPE. Similarly, character-based NMT achieved a
significant improvement in terms of CER, but sim-
ilar BLEU and TER results to the NMT-BPE ap-
proached.

Being the newest corpus, Gaj contains fewer
spelling differences with respect to modern orthog-
raphy. In fact, measuring the spelling differences
from the original document already yielded satisfac-
tory BLEU and TER values, and a low CER value.
Nonetheless, the statistical dictionary managed to
improve BLEU and TER results, although yielded
a worse CER value.

The SMT approach managed to significantly im-
prove results for all metrics. However, reducing
the vocabulary with BPE yielded similar results,
except when measuring with TER, whose results
were significantly better.

Gaj being a fairly small corpus (thirteen thou-
sand sentences and with a vocabulary of around
thirty thousand words), the NMT systems behaved
similarly as with Bohoric̆: The generated docu-
ment had more spelling differences than the origi-
nal document. Using BPE improved results, but the
generated document still contained more spelling
differences than the original one.

Character-based SMT yielded the best results
when using CER to measure the spelling difference.
However, measuring with BLEU and TER yielded
similar results to the SMT approach. Character-
based NMT, however, was the NMT approach
which yielded the worst results—specially when
measuring with TER and CER.

In general, except for one exception (Gaj, whose
best results—when evaluating with TER—were
achieved by the approach that combined SMT with
BPE), character-based SMT was the approach that
yielded the best results for all metrics. It is also
worth noting how well—for being such a simplistic

approach—using an statistical dictionary behave:
except for one exception (Gaj, which yielded an in-
crease of spelling differences when evaluating with
CER), all results showed a significant reduction of
spelling differences with respect to the original doc-
ument and, in some cases, not too much worse than
character-based SMT.

The BLEU and TER from the original docu-
ment, and how much these values have signifi-
cantly improved, seem to indicate that the final
document is quite different to the original one.
However, CER seems to indicate otherwise. Most
likely, since spelling differences occur more fre-
quently at a character level (i.e., most orthographic
changes consist in a few letters per word), BLEU
and TER—which evaluate at a word-level—are be-
ing penalized. Nonetheless, all metrics show that
the spelling differences have been significantly re-
duced.

6 Conclusions and Future Work

In this work, we proposed three machine translation
approaches to update the spelling of a historical doc-
ument to match modern standards, increasing the
document’s readability and helping in the preserva-
tion of the cultural heritage.

Additionally, as an extra baseline, we proposed
a simplistic approach: Based on the frequency of
which, on the training corpora, the spelling of a
word is changed, to build a statistical dictionary.
Then, on a given document, we checked, word by
word, if it was on the dictionary. If the search was
positive, we changed that word by the translation
that appeared in the dictionary. Otherwise, we left
the word as it appeared in the original document.

We tested our proposal with four datasets formed
by documents from three different time periods,
two different languages and three distinct alphabets,
obtaining very encouraging results.

In general, approaches based on SMT yielded
better results than those based on NMT. This was
specially true for the smallest corpora, in which
the neural systems were not able to learn properly
and yielded more spelling differences than the ones
contained in the original document.

As it was to be expected due to the task char-
acteristics (in spelling normalization, changes fre-
quently occur at a character level), the character-
based approaches—both phrased-based and neu-
ral—yielded the best results for each kind of system
(i.e., character-based was the best SMT approach,
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and character-based NMT was the best NMT ap-
proach). The exception was character-based NMT,
which yielded worse results when applied to the
smallest corpora.

Finally, it is worth noting how well the statisti-
cal dictionary behaves. Although its results were
not the best, they were close enough to take this
approach into consideration. Being the simplest
and fastest to compute, it could be useful in cases
in which its worth sacrificing quality to increase
speed.

As a future work, we would like to try new
character-based approaches. In this work, we tested
the simplest approach (to split the words into char-
acters and, then, apply conventional SMT/NMT).
However, more complex approaches have been
developed in recent years (Chung et al., 2016;
Costa-Jussà and Fonollosa, 2016; Costa-Jussà et al.,
2017).

Finally, a frequent problem when working with
historical documents is the scarce availability of par-
allel training data (Bollmann and Søgaard, 2016).
Therefore, we would like to obtain more diverse cor-
pora to be able to experiment in broader domains:
older time periods, documents written by a great va-
riety of authors, etc. Additionally, we would like to
explore the generation of synthetic data (Sennrich
et al., 2015) to create new training data.
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