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Abstract

Bilingual speakers often freely mix lan-
guages in conversation. Should dialog sys-
tems also be designed with an ability to
code-switch, when interacting with mul-
tilingual users? In this paper, we ex-
plore this question based on a user-study
on text-based bot-human conversations.
Our results reveal three distinct classes of
users with varying individual attitude to-
wards code-switching (CS), and demon-
strate the importance of a bot’s CS fluency
and its ability to reciprocate CS, in de-
termining user preference. We also high-
light some computational and sociolin-
guistic considerations that have implica-
tions for the design of multilingual dialog
systems, and propose a strategy for dialog
systems to navigate attitude estimation in
mixed-language interactions.

1 Introduction

Code-switching (CS) is the fluid alteration be-
tween two or more languages within a conversa-
tion, and is common in most multilingual societies
(Gumperz, 1982; Myers-Scotton, 1993). Multi-
lingual speakers are known to code-switch in ca-
sual speech conversations for reasons motivated
by its socio-pragmatic functions (Auer, 2013a; Be-
gum et al., 2016; Auer, 1995), and driven by com-
municative and cognitive principles (Myslı́n and
Levy, 2015; Scotton and Ury, 1977). As a marker
of a shared multilingual identity (Auer, 2005),
CS can make a conversation sound more natural
and engaging, convey informality, and reduce per-
ceived social distance between speakers (De Fina,
2007; Camilleri, 1996; Myers-Scotton, 1995).

Text-based conversational agents are now being
developed in new languages (Shum et al., 2018).
Although a large fraction of the world’s population

is multilingual (Ansaldo et al., 2008), nearly all
conversational agents are still monolingual, which
begs the following questions: Should dialog sys-
tems be designed to understand and respond in
code-switched languages as well, or is it suffi-
cient to simply have multiple monolingual agents.
Given the communicative and social functions and
roles of CS, can CS be an effective strategy for di-
alog systems? Can the appropriate use of CS by
a dialog system improve its task-effectiveness or
human judgment of its responses?

Further, would users perceive CS agents as be-
ing more natural or engaging, or do the social
norms around human interactions not shape ex-
pectations for human-agent conversations, as is
suggested by Ciechanowski et al. (2018)? For
many agent applications, there are no obvious ad-
vantages of introducing CS ability, as only fluent
bilinguals can code-switch and therefore, should
be capable of conversing in either of the lan-
guages. Even if there are tangible improvements
in judgment, would they be limited to certain types
of users, or certain interaction-contexts? What
would be the influence of reciprocity, and the qual-
ity of CS in the generated responses?

In this paper, we address the effect of CS usage
on user perceptions through an in-depth user-study
on human-bot conversations. Users observe snip-
pets of human-bot conversations and are asked to
compare several bot variants for naturalness and
relative preference. We observe that users are fre-
quently polarized on their judgments of CS, and
that improved quality of generated CS also im-
proves user judgments significantly.

We also observe that reciprocative use of CS
is judged more favorably, indicating that the soci-
olinguistic theory of interpersonal accommodation
(Bawa et al., 2018) also extends to CS in human-
bot interactions. We carefully design the experi-
ment and presentation to isolate the effect of CS
from the effects of all other properties of the con-166



versations and their dialogs.
Our multifaceted analysis reveals several inter-

esting facts, such as:

1. Code-switching is used/perceived as a lin-
guistic style marker, and therefore its ac-
commodation is judged positively, even in
human-bot conversations.

2. Irrespective of whether users code-switch
themselves, their attitude towards a chatbot
that code-switches can be extremely positive
or negative.

3. Among users with a positive attitude, judg-
ments of CS chatbots positively correlate
with the naturalness of CS utterances, and
with the accommodativeness of the bot in
terms of its CS usage.

Thus, several important repercussions are borne
out of this study in the context of dialog system de-
sign for multilingual societies. As far as we know,
this is the first study to discuss the notion of CS in
human-bot conversations.

We also discuss sociological and computational
considerations affecting design choices of conver-
sational agents, and briefly propose a novel strat-
egy for navigating multilingual interactions and
estimating user attitudes.

The rest of the paper is organized as follows-
we motivate the questions of interest from related
work in Section 2, followed by the experiment it-
self in elaborate detail in Section 3. We then dis-
cuss the implications of the study and its results in
Section 4, and conclude in Section 5.

2 Motivation and Related Work

A wide range of differing attitudes towards CS has
been well documented (Dewaele and Wei, 2014)
and clearly indicate that CS is a style marker
in multilingual conversations. Dewaele and Wei
(2013) show that not only sociolinguistic factors
like age, gender, education and language pro-
ficiency, but also personality types of speakers
(levels of emotional stability, tolerance to ambi-
guity, cognitive empathy and neuroticism) affect
their attitude towards CS. While we show CS to
be similar to other dimensions of linguistic style
(Tausczik and Pennebaker, 2010) in its cohesive
and accommodative characteristics in human con-
versations, it also differs from them in being a
strong sociological indicator of identity (Auer,

2005). Because of this sociological dimension,
users may have different attitudes towards CS, and
these attitudes may vary with users’ demographic
profiles. We delineate such effects in the study.

A computational study of style accommodation
(Danescu-Niculescu-Mizil et al., 2011) shows that
style-accommodation is highly prevalent and ex-
hibits great complexity in Twitter conversations.

Language interaction and socio-pragmatic util-
ity of code-switching in multilingual societies is
very well studied in linguistics (Scotton and Ury,
1977; Fishman, 1970; Ervin-Tripp and Reyes,
2005; Dewaele, 2010; Rudra et al., 2016). Due to
the prevalence and naturalness of CS in human-
human conversations, we argue that a CS agent
can build better rapport with its user by connect-
ing to their common multilingual identity. Fur-
ther, certain pragmatic and socio-linguistic fac-
tors, such as formality of context (Fishman, 1970),
age (Ervin-Tripp and Reyes, 2005), expression of
emotion (Dewaele, 2010) and sentiment (Rudra
et al., 2016), have been found to function as socio-
pragmatic signals for language preference in CS
conversations. Style convergence in a conversa-
tion signals warmth and reduced inter-personal
distance (Myers-Scotton, 1995; Blom et al., 2000),
and Bawa et al. (2018) have shown that choice
of language (or code) exhibits interpersonal con-
vergence or accommodation in human conversa-
tions. Therefore, users could expected to follow
similar patterns of conversation with an agent, and
could find responses that follow these patterns to
be more natural, which makes a case for both a CS
understanding and generation ability in conversa-
tional agents.

However, it is unclear how much of the human-
human conversation norms reflect in, and have
the same pragmatic effect in, human-agent con-
versations. While there is evidence that humans
exhibit a “chameleon effect” when engaged in a
social-interaction (Ward and Litman, 2007; Reit-
ter et al., 2011), there is limited evidence of any
convergence in human-agent interactions (Brani-
gan et al., 2010).

We do not know of any human-agent study
that explores the effects of multilingual usage
and code-switching. Hill et al. (2015) show
that there are significant linguistic differences be-
tween human-human and human-agent conversa-
tions, which might be due to users’ adaptation to
the limitations of the technology (Arif and Stuer-167



zlinger, 2012; Vinciarelli et al., 2015). These
observations suggest that in a multilingual so-
ciety, users may effortlessly adapt to monolin-
gual agents, just as they would to monolingual
speakers. Our in-depth user study extends some
of these findings to code-switching as a dimen-
sion of linguistic style, by measuring how code-
choice and code-choice accommodation by con-
versational agents are perceived by different kinds
of human users.

Though, as shown in another user study (Thies
et al., 2017) on preferences over bot personalities
that even a single user can have different prefer-
ences based on what they are trying to achieve,
we might argue that depending on the context of
usage of an agent, user might prefer a CS agent
(for instance for personal assistant or chit-chat) or
a monolingual agent (for a particular goal, like
booking flight tickets, or finding scientific arti-
cles), and while multilingual users can easily adapt
to a monolingual agent, a CS agent could still be
perceived as more empathetic and engaging, pro-
viding a better overall user experience.

Yet another confounding factor is the wide
range of differing attitudes towards CS that exist at
the level of an individual or community of speak-
ers (Dewaele and Wei, 2014). Dewaele and Wei
(2013) show that not only sociolinguistic factors
like age, gender, education and language profi-
ciency, but also personality types of speakers (lev-
els of emotional stability, tolerance to ambiguity,
cognitive empathy and neuroticism) affect their at-
titude towards CS. Thus, the preference towards
a CS agent might widely vary across individuals,
communities and multilingual geographies.

Given the wide differences in the perception of
CS, perception of chatbots, and the fact that in-
sights from human-human conversations cannot
be trivially applied to human-agent conversations,
we cannot a priori comment on the usefulness of
CS agents, and perform a user study to gain in-
sights on these questions.

3 User Study on Human-Bot
Conversations

The goal of the study is to quantify the causal ef-
fects of the following on the user judgments of
agents:

1. Presence of CS in agent and human dialogs

2. Expressed attitude of users towards CS, as re-
vealed and inferred from user comments

3. Naturalness and reciprocal nature of CS

4. Demographic profile of the users

Users are shown a series of human-bot con-
versation snippets in pairs, and asked to rate the
agents (bots) on conversational skill and relative
preference within the pair. The users are also
asked to comment on the aspects of the conver-
sations that they notice, the differences between
the two agents’ conversational skill, and the rea-
sons for their stated preferences. These snippets
average about 15 dialogs each in length, and vary
in the presence of CS in dialogs by either dialog
participant.

3.1 Experiment Design

There are four variants, or ‘conditions’ of each
presented conversation : No CS by either partic-
ipant (None), CS used by agent only (Agent), CS
by human only (Human) and CS by both partic-
ipants (Both). This is done to isolate the effect
of style (here CS) from the effect of content of the
conversations.

In each trial, a user is shown two human-agent
conversation snippets, each with a different agent.
Users are asked to rate each agent on perceived
conversational skill on a 7-point Likert scale, rang-
ing from ‘Extremely Bad’ to ‘Extremely Good’,
and to compare the two agents by assigning rel-
ative preference between the two, again on a 7-
point Likert scale, with ‘Strong preference’ for ei-
ther agent as the extremes and ‘No preference’ as
the mean.

In a pilot version, users were shown conversa-
tion pairs that differed only exactly in CS usage
and were identical otherwise. This led to starkly
negative judgments of CS, as CS usage stood out
and was therefore judged critically. Since code-
switching is a non-conscious process for many flu-
ent bilinguals (Heredia and Altarriba, 2001), ex-
plicitly asking users to judge CS in this way is
likely to distort judgments because of observer
bias (Poulton, 1975).

Therefore, to mask the variables of interest, we
conduct a single-blind study, and allow the human-
agent conversations to differ not just in CS usage
but in various other respects such as conversational
topic, lengths of utterances, expressed sentiment
and conveyed personality. We do not control for
any variation across conversations, stylistic or oth-
erwise, and treat all differences between conversa-168



tions (except code-switching) as confounding co-
variates, or noise.

3.1.1 Presentation Order
Users are randomly divided into four groups; each
user sees 4 pairs of conversations to be com-
pared (so 8 conversations per user), where one
was always in the None condition, while the
other varies across all four conditions mentioned
above (including the None-None pair, which pro-
vided the baseline judgments that we later use to
measure the ratings for other conditions against).
We employ a presentation order similar to the
case-crossover study design (Lombardi, 2010), in
which different randomly-assigned groups see dif-
ferent permutations of conversations and CS vari-
ants, as shown in Table 1.

Each group sees the same conversations (and in
the same order) as other groups, with the corre-
sponding conversations across the groups differing
exactly in the CS conditions applied. Addition-
ally, as the order of presentation of the CS variants
varies across the groups, it takes care of ordering
biases like fatigue and carryover (Strack, 1992).

Conversation Pair
Group 1 2 3 4

1 None Agent Human Both
2 Agent Human Both None
3 Human Both None Agent
4 Both None Agent Human

Table 1: Presentation order of the CS variants

3.1.2 Conversation Generation Methodology
The conversation snippets are extracted from real
conversations between one of the authors and an
online chatbot, Ruuh1 that were conducted as a
part of this study. We chose to use real conver-
sations with a chatbot rather than artificially con-
structed chat so that the data reflects the nature and
technological constraints of human-bot conversa-
tions.

Eight such conversation snippets were collected
that span everyday topics such as hobbies, travel,
relationships and work. A fluent English-Hindi
bilingual was consulted to generate code-switched
versions of the dialogs (Agent, Human and
Both variants). In keeping with the findings on
markedness of conversational English-Hindi CS
from Bawa et al. (2018), the generated conversa-
tions have Hindi as the marked language and mod-

1https://www.facebook.com/Ruuh/

erately high values of sentence-level fraction of
Hindi words.

The box below shows one such conversation.
The full list of questions and all conversations are
provided in Supplementary Material.

Human Do you play any musical instruments?
Bot Nope, just listen to a lot of music I guess.
Human Main piano play karna sikh raha hoon

〈 I’m learning to play the piano 〉
Bot Piano bajaanaa is like a zen mood mere liye.

〈 Playing the piano is like a zen mood for me 〉
Human Indeed, it is very relaxing to play the piano after

a long day at work
Bot Does learning how to play the piano help?
Human Isse focus karne me help hota hai, and to

develop a taste in music
〈 It helps you to focus, and to develop a taste in
music 〉

Bot Music to ek language hai yaar. You were born
to speak it.
〈 But music is a language dude. You were born
to speak it. 〉

Human Yes, but some nuances need to be learnt.
Bot No I do not think music can be learnt.

Sample conversation. Hindi-code is in italics.

3.2 Analysis
A total of 68 users participated in our study, all
fluent English-Hindi bilinguals. A user typically
took 15-20 minutes to answer all questions.

3.2.1 Demographic Profile
In addition to the judgment scores from users,
we collected basic demographic information about
each user- their age, native language and other lan-
guages known, places where they’ve lived in for at
least three years, and highest level of education at-
tained. Interestingly, none of these were found to
be correlated with either attitude classes or with
judgments. (exact values of these correlations are
reported in Supplementary Material).

3.2.2 Comparing Judgment Ratings
The 7-point skill ratings are normalized to zero-
mean and unit-variance for each user, as we are
interested only in the relative ratings given to the
CS variants by each user. The 7-point preference
ratings over conversation pairs are similarly nor-
malized to unit-variance.

Let SKILLV,C denote this normalized skill rat-
ing for a conversation C presented with the CS
variant V , as judged by all users who see this
variant. Let C1 and C2 be the two conversa-
tions presented in some pair, with C1 presented169



with CS variant V and C2 with the base variant
(None). The corresponding relative skill rating of
C1 over C2 is then defined as SKILLV,C1,C2 =
SKILLV,C1 − SKILLNone,C2.

We adjust these ratings against the base differ-
ence between the conversations C1 and C2 (dif-
ferences that can be attributed to everything except
the code-switching) by getting SKILL′

V,C1,C2 =
SKILLV,C1,C2 − SKILLNone,C1,C2. We are able
to do this because every conversation pair is
also shown once to some group without any CS
in either conversation (None condition in Ta-
ble 1). The overall skill rating of condition
V ∈ {Agent,Human,Both} is then just the
average over all conversation pairs, SKILLV =
EC1,C2(SKILL′

V,C1,C2). Let PREFV,C1,C2 denote
the normalized preference rating of C1 over C2,
as judged by all users who see this pair. We analo-
gously derive the overall preference rating PREFV .

3.2.3 Inferring Attitude Classes
We look at the text comments provided by users
and classify users based on if they explicitly men-
tion language mixing (or any paraphrasing of it) in
one of the differences that they notice between the
conversation pairs, and if they express any senti-
ment towards it. This gives us three types of users,
differing in their expressed attitude towards CS:
Pos : CS is noticed; positive attitude or preference
expressed. (39% users)
Neg : CS is noticed; negative attitude or dispref-
erence expressed. (29% users)
Neut : CS is not mentioned or no sentiment can
be discerned from comments. (32% users)

We do not observe any significant trends in
values of SKILLV and PREFV across the popu-
lation as a whole, but the distribution of these
values does suggest some clustering of user rat-
ings. Indeed, when we condition the ratings
SKILLV and PREFV on the attitude class A ∈
{Pos,Neg,Neut} of the users providing them,
denoted by SKILLA

V and PREFAV , we see signifi-
cant differences.

3.2.4 Labeling CS Quality
We are interested in quantifying the effect of CS
quality on user judgments. We had two indepen-
dent annotators rate all conversations and variants
on a 5-point scale for CS fluency and naturalness.
We then binarize this judgment and label each
conversation as having ‘high-quality CS’ or ‘low-
quality CS’. This divides the 4 conversations into

two classes of two conversations each. Restrict-
ing SKILLV only to conversations with CS quality
Q ∈ {High, Low}, gives SKILL

Q
V .

(a)

(b)

(c)

Figure 1: Skill and preference ratings across var-
ious conditions and user groups. (*) denotes sig-
nificant difference from zero or between the pair.

3.3 Observations

Figure 1a shows SKILLA
Bot+HumanBot and

PREFABot+HumanBot for all A. They capture
the effect of presence of CS in bot’s dialogs.
Figure 1b shows SKILL

Q,A
Bot+HumanBot and

PREF
Q,A
Bot+HumanBot for all Q and A, and they

show the effect of quality of CS of the bot’s di-
alogs. Figure 1c) shows SKILLA

HumanBot against
SKILLA

Bot+Human and PREFAHumanBot against
PREFABot+Human for all A. This brings out the
effect of accommodative CS on SKILL and PREF

judgments.

3.3.1 Presence and Quality of CS
The effects of CS on these normalized judgments
of skill (SKILL) and relative preference (PREF) for
the users in the three attitude classes are seen in
Figure 1. The effect of presence and quality of
CS in agent dialogs are shown in Figure 1a and 1b
respectively. For the attitude class Neg, all judg-
ments of CS (irrespective of quality) are consis-
tently negative, which is not surprising, as users170



who have a dispreference for the phenomenon of
CS itself are unlikely to have a notion of quality.

SKILL judgments by Neut users are similar to
those in Neg, but PREF judgments are sensitive to
CS quality. We speculate that their dispreference
can at least partially be addressed by improving
CS generation by bots, or by aligning it better with
known user CS patterns.

3.3.2 Reciprocity of CS

Figure 1c compares the ratings when only one of
the parties code-switch (Agent and Human) to
when both code-switch in a reciprocative manner
(Both). Pos users have a strong preference to-
wards reciprocative CS, which is in line with reci-
procity observed in human conversations (Bawa
et al., 2018). This suggests that users in this class
judge conversational agents on similar parameters
as they would judge human interlocutors. Users in
Pos not only rate CS highly, but are also sensitive
to both quality and accommodativeness of bot’s
CS, with accommodative CS perceived as much
more skillful than anti-accommodative CS.

3.4 Results

To summarize, the study points to two primary
takeaways: (1) it is important to know or other-
wise identify the “user’s attitude” towards an agent
that code-switches, as introducing CS has diamet-
rically opposite effects on users with different atti-
tudes, and (2) quality of CS responses is important
to all users, and might also influence their attitude
towards a CS-agent in the long run.

Overall, it is suggested from the study that
good-quality accommodative CS significantly im-
proves judgment for a large fraction of users
whose general attitude towards CS has otherwise
been identified.

Demographic factors are all poorly correlated
with judgments of SKILL and PREF. Demographic
variables also fail to predict attitude classes, with
all classes having a similar spread of all demo-
graphic variables. See Supplementary Material for
all such correlations.

4 Discussion

The findings of the study have multiple implica-
tions for the design of CS conversational agents,
and their strategy for making CS decisions.

4.1 Attitude Estimation

The ability to infer a user’s attitude towards CS
seems to be the single-most important determi-
nant of the success of any CS strategy by a bot,
as a bot that can infer the attitude class can make
an informed decision on whether or not to adopt
CS. Users’ attitude towards CS depends on vari-
ous social and psychological variables (Dewaele
and Wei, 2013). Since attitude estimation is cru-
cial, it should be incorporated into the design of an
agent. Individual disposition could be predicted at
the demographic level, though we found no cor-
relation between users’ attitude and their demo-
graphics, suggesting that demography-based infer-
ence of attitude is unreliable.

Furthermore, it is not necessary that a per-
son’s attitude towards CS in human conversations
matches that in a human-bot conversation. For in-
stance, in our study, users commented: “I didn’t
like the way he was switching languages. That felt
very forced.” and “...is trying too hard to sound
natural”.

It seems straightforward to just ask the user
about their CS preferences, but as CS choices
could be nonconscious or spontaneous decisions
like other aspects of linguistic style (Levelt and
Kelter, 1982), stated preferences are unlikely to be
as reliable as preferences revealed from observing
users in-conversation (Levitt and List, 2007). Fur-
thermore, the latter estimates would also reveal a
user’s individual style of CS and extent of CS.

4.2 Nudging as a Conversational Strategy

Such probing of CS preferences while conversing
needs to be a balancing act. Without any adapta-
tion, the agent is likely to stick to a suboptimal de-
fault. On the other hand, aggressive probing in the
form of arbitrary CS decisions will immediately
distract and annoy users.

We propose nudging as a strategy to navigate
this tradeoff - the agent slightly deviates from its
default response (in terms of CS) and measures if
the change is reciprocated, either immediately or
over a few turns, to implicitly estimate user pref-
erence. In principle, these changes can also be
measured using other evaluation criteria (Liu et al.,
2016). Nudging has been studied for human-agent
interactions in other non-conversational contexts
(Sadigh et al., 2016) and with the aim of influ-
encing user behavior over digital interfaces (Wein-
mann et al., 2016). We propose nudging as an171



active exploration strategy to reveal user prefer-
ences, over which longer term policies can then
be studied. In our conversational context, ‘nudg-
ing’ would mean that the bot introduces instances
of marked code-choice gradually in increasing
amounts of markedness, while being sensitive to
its measured effects on the user. These effects,
in turn, could be inferred from their replies, from
factors such as user’s code-choice and/or trends in
expressed sentiment.

4.3 CS Quality

We also see from the study that the perceived qual-
ity of generated CS matters, as bilinguals easily
spot inaccuracies or unnatural CS patterns. Some
of their responses within the user-study, to poor-
quality CS, are: “answers in the style of speaker,
all right, but the hinglish is unnatural”, “... The
place to change the language is a bit unnatural ac-
cording to me” and “I don’t like the way codemix-
ing was used”. Perceived CS quality affects judg-
ments regardless of attitude.

Unless conversational systems can consistently
generate high-quality CS, they may not be very
well-received. CS quality itself depends on multi-
ple factors. The first and most basic factor is syn-
tactic soundness of mixed sentences. Joshi (1985)
is the only work we know of that computationally
generates grammatical CS sentences. The second
determinant of perceived quality is the statistical
likelihood of the CS pattern, which depends on the
strength of the underlying language model. While
there have been several proposed language models
for CS (Adel et al., 2015; Ying and Fung, 2014),
none of them have been evaluated against human
judgments.

Quality judgments could be learned from natu-
ral CS data over Twitter, and there is initial work
on making artificially generated CS similar to nat-
ural CS (Pratapa et al., 2018). Perceived CS qual-
ity, however, goes beyond the surface form of a
sentence and is influenced by social and pragmatic
functions in context (Begum et al., 2016).

While a better codification of naturalness judg-
ments is needed, we speculate that an initial and
safe strategy for an agent to explore nudging
would be to introduce simpler CS constructions,
like tags, frozen expressions (Poplack, 1988),
or frequently observed discourse markers (Auer,
2013b). Monolingual responses from an existing
conversational agent could be modified with such

constructs in simple, even rule-based ways, to get
corresponding CS versions.

5 Conclusion and Future Work

Our user study shows that proficient and accom-
modative CS in bots improves their perceived skill
and preference for users who have a positive atti-
tude towards CS by bots. In conclusion, we have
argued that conversational agents need to discover
and adapt to user CS preferences in order to gain
relevance in multilingual contexts.

We propose nudging as a way to infer, on-the-
fly, the users’ attitude towards CS agents. In fu-
ture work we would like to explore the utility of
this strategy through a Wizard-of-Oz study, where
the bot (wizard) can adaptively change the code-
choice based on user’s responses. Such strategies
could also be automatically inferred from analy-
sis of human-bot conversations in an inverse re-
inforcement learning framework as formulated in
(Sadigh et al., 2016). Further, unlike our user
study, a Wizard-of-Oz study will allow users to ac-
tively participate in the conversation and therefore
provide better judgments.
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