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Abstract 

A shallow parser is constructed for 

Khasi an Austro-Asiatic language, 

where noun phrases and verb phrases 

are identified. Formulation of what 

constitutes a Khasi noun phrase or verb 

phrase is carried out manually and 

marked in a corpus consisting of words 

already tagged with their corresponding 

part-of-speech tags. The parser is the 

first of its kind for the language, where 

the training corpus comprises of 24,194 

chunks of noun and verb chunks out of a 

total of 3,997 sentences and 86,087 

tokens. The approach in developing the 

parser is taken as a tagging problem 

using the Hidden Markov Model 

(HMM) and the results obtained have 

shown that a shallow parser is an 

appropriate first step when there is lack 

of information with regards to other 

phrases and the possible existence of 

lexical or syntactic mistakes in the 

training corpus.  

1 Introduction 

Shallow parsing is a process where a text is 

divided into non-recursive syntactical units such 

as noun phrases, verb phrases, etc. Non-

recursive implies these phrases or chunks are 

non-overlapping and do not contain each other 

as proposed by Abney (1991). Shallow parsing 

has proven to be an alternative to full parsing of 

sentences, when only a subset of the 

information provided by a complete parser is 

sufficient for applications such as information 

retrieval, text summarization, etc. Further, it is 

also possible to enhance the corpus as and when 

information is available (Li and Roth, 2001), 

which is the current scenario with Khasi where 

only noun phrases and verb phrases have been 

annotated in the corpus. Khasi belongs to the 

Mon-Khmer branch of the Austro-Asiatic 

language family and spoken mainly in the state 

of Meghalaya. It is an analytic and partially 

agglutinative language having subject-verb-

object (svo) word order, unlike the majority of 

Indian languages which are subject-object-verb 

(sov). It is not inflected and demonstrates 

derivational morphology in terms of affixes 

attached to a base word. These affixes can be 

easily detected and separated in any given word. 

The training corpus and test data are the same 

data set utilized in the development of a Khasi 

POS tagger (Tham, 2018) where the sentences 

have been supplemented with noun and verb 

phrases. The identified noun and verb chunks 

are non-recursive in nature and the actual 

constituents proposed for Khasi are given in 

section 3. Since the approach in constructing the 

parser is taken as a tagging problem, a Hidden 

Markov Model (HMM) part-of-speech (POS) 

tagger for Khasi with 95.68% accuracy (Tham, 

2018) is also employed as a shallow parser, 

where only the data in the training corpus is 

altered to incorporate features relevant for 

parsing in the lines of Molina and Pla’s (2002) 

shallow parser for English. 

2 Related Work 

Abney (1991) is credited with the introduction 

of the existence of chunks and he used hand 

crafted cascaded finite state transducers to 

detect chunks and clauses. However, Church’s 

parser (1988) for detecting simple NPs can be 

attributed as the first statistical approach to 

noun phrase detection. Ramshaw and Marcus 

(1995) have approached chunking as a tagging 

problem by applying transformation based 

learning in detecting noun phrases and achieved 

recall and precision of 92% accuracy for base 

NP chunks while only 88% for tagging V and N 

chunks. Unlike Church’s noun phrases (Church, 

1988) which are simple, Ramshaw and Marcus 
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noun phrases include noun phrases formed with 

the use of conjunctions such as “and” and “or” 

or commas and where the possessive marker is 

treated as the first word of a noun phrase. 

Molina and Pla (2002) have also approached 

shallow parsing as another tagging problem by 

constructing what they termed as specialized 

HMMs where the learning and tagging 

procedures remain the same and adjustments 

have been made only to the training data and the 

output tags. These adjustments were carried out 

by varying the input and output combinations, 

and have reported results when there was an 

improvement from their baseline system 

comprising of the original training data and 

output tags. Their conclusion after comparing 

rule based systems, memory based systems, 

statistical systems, and combined systems was 

that combined systems gave better 

performances than individual systems with the 

exception of a Winnow system in some 

instances, but HMM systems also gave better 

performance than most systems, that too, 

requiring relatively less settings of information. 

Their overall performance reported an accuracy 

of Fβ=1as 92.19.   

In the Indian scenario, Singh et al. (2005) in 

their HMM chunker for Hindi, experimented 

with various tagging formats for chunk 

boundaries and chunk labeling and reported 

that for certain groups of words keeping only 

their POS tags improves accuracy than keeping 

both word and POS tag as tokens. They 

achieved a precision of 91.7% in chunk 

labelling. In the second contest conducted by 

International Joint Conference on Artificial 

Intelligence (IJCAI) on a Workshop on  

Shallow Parsing for South Asian Languages 

(Bharati and Mannem, 2007 ), POS and chunk 

annotated data comprising of 20,000 words of 

training data, 5000 words of development data 

and 5000 words of test data were provided for 

three Indian languages- Hindi, Bengali and 

Telegu. A total of eight teams participated 

using various approaches and PVS and Karthik 

(2007) is the only team that applies two 

learning techniques-HMM for chunk boundary 

detection and CRF for chunk labelling. They 

achieved best results in chunking for all the 

three languages Hindi, Bengali and Telegu 

with accuracy of 80.97%, 82.74% and 79.15% 

respectively. Tapping the morphological 

richness of a language, and justifying that a 

relatively small training corpus suffices, and 

avoiding the need of a large annotated corpus, 

a shallow parser for Marathi, Gune et al. 

(2010) achieved 97% accuracy for chunk 

identification using a 20,000 word size corpus.  

However, a recent noun phrase chunker for 

Marathi (Pawar et al., 2015) employed a CRF 

classifier for chunking. In this chunker, citing 

the lack of natural language processing (NLP) 

resources in India coupled with the fact that 

Marathi is a highly agglutinative language; the 

training corpus was generated automatically 

using Distant Supervision framework where 

the data is labeled according to some heuristic 

rules based on corpus statistics. Their reported 

F1 measure is 88.72%. 

3 Labeling Khasi noun and verb 

chunks 

According to Abney (1991), “a chunk consists 

of a single content word surrounded by a 

constellation of function words, matching a 

fixed template”. As mentioned earlier, this 

imply chunks that are non-overlapping and do 

not contain each other. In this study, only noun 

and verb chunks have been identified. The 

elements of a Khasi noun chunk are similar to 

the noun phrases put forward by Jyrwa (1989) 

without the post-modifiers, while a verb chunk 

is taken to be the main verb itself along with 

any pre-modifiers such as auxiliary verbs 

excluding post-modifiers such as adverbs. The 

noun chunks excludes pronouns in the lines of 

Abney’s (1991) definition of a chunk where 

pronouns are treated as orphans, and secondly, 

because they can also function as pronominal 

markers and subject enclitic (Jyrwa, 1989), for 

in such instances they do not syntactically 

function as noun chunks. 

The corpus used for labeling the noun and 

verb chunks is a corpus annotated with part of 

speech tags from the BIS tagset for Khasi 

(Tham, 2018).  The BIO labeling specified in 

Ramshaw and Marcus (1995) is followed for 

Khasi where each alphabet symbolizes the 

following: 

B-XX: label B for a word starting a chunk of 

type XX. 

I-XX: label I for a word inside a chunk of 

type XX.  

O: label O for a word outside of any chunk. 
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Issues that surfaced while labeling both noun 

and verb chunks are highlighted below: 

Basic noun phrase and the inclusion or 

exclusion of adjectives: According to Jyrwa 

(1989), the most basic noun phrase comprises 

of a number/gender marker also known as 

pronominal marker (PM), and a noun word 

followed by a subject enclitic (SE) as shown in 

example 1. Most of the abbreviations used in 

all the examples are in accordance with the 

Leipzig glossing rules
1
, except when 

mentioned accordingly. In Khasi, pronominal 

markers are mandatory except in few instances 

where they are dropped. In example 1 the basic 

noun phrases present in the sentence are - ka 

Banri ka, and ja. However, during labeling a 

noun chunk, the subject enclitic has been 

excluded and the noun chunk is labeled up to 

and including the head noun, and we are left 

with ka Banri as a noun chunk. This is 

analogous to English noun chunks which can 

contain determiners and adjectives as specified 

in Sang et al. (2000). In Khasi, adjectives can 

occupy different positions in a sentence and 

they are included in a noun chunk only if they 

precede or immediately follow the noun they 

modify as shown in example 2 and 3. 

Therefore the possible pre-modifiers included 

in a Khasi noun chunk are demonstratives, 

cardinal numbers, quantifiers, pronominal 

markers, distributive particles, and adjectives 

(Nagaraja, 1985; Jyrwa 1989).   

As mentioned earlier, instances where a 

pronominal is dropped are in vocative 

sentences, locative phrases and when a noun 

follows a verb (Jyrwa, 1989; Tham, 2018). In 

such cases a noun chunk comprises of the noun 

word without a pronominal marker. 
1. ka     Banri  ka  bam  ja  

PM   Banri  SE  eat   rice 

“Banri is eating rice” 

2. u    diengsohphan  bah 

PM  jackfruit          massive 

“a massive jack fruit” 

3. long kaba skhem jingmut  

be    REL  strong  mind   

                                                           
1
 http://www.eva.mpg.de/lingua/resources/glossing-

rules.php 

“be strong minded”  

Collocations of two or more nouns are part 

of the same noun chunk:  Collocation of two 

or more nouns is a common phenomenon in 

Khasi where the actual meaning is derived from 

the summation of the words such as example 4. 

In most instances the noun(s) act as post 

modifier (example 5) while in some instances it 

acts as pre modifier(example 6). They are 

therefore labeled under the same noun chunk. It 

may be noted, that verbs tagged as nouns 

contribute to such collocations and hence give 

rise to noun chunks.  Corpus analysis reflect 

that when a verb follows a noun it naturally 

becomes an element of the noun phrase 

comprising the noun in question  as seen in 

examples 7 and 8,  otherwise it is recommended 

that punctuation in the form of a comma (,) 

separates the noun and the following verb 

(example 9). However, when stylistic writing 

comes into play in the form of repetitions, then 

punctuation is not necessary as in example 10 

where sharai a verb follows the noun khynnah 

and repeated as a stylistic element after the 

noun blang, but its attachment is to the noun 

khynnah and not the noun blang.  

4. ka  bai   synniang   kur  

PM cost  fee           clan 

“clan donation” 

5. ka  shuki dieng 

PM chair  wood 

“wooden chair” 

6. kynja kam 

type   work 

“type of work”  

7. shympriah thoh shun 

finger        write lime 

“index finger” 

8. sngi pdiang khatduh 

day  accept   last 

“last day of acceptance” 45



 
 

9. na      une  u   lum, iohi baroh 

from  this PM  hill, see   all        

sawdong  

around 

“from this hill, we can see all 

around” 

10. khynnah sharai blang sharai masi 

youth     serve  sheep serve cows 

“shepherd” 

Labeling imitative noun chunks: Imitative 

words are group of words where the ancestor(s) 

and its successor(s) are associated phonetically 

in their pronunciation, and they are used more 

for their stylistic characteristic. When the 

ancestor and the successor are preceded with 

their own pronominal marker, then both are 

tagged as separate noun chunks (example 11), 

but instances where the pronominal marker 

occurs only before the ancestor and not the 

successor, then the phrase is taken as one noun 

chunk (example 12). Here the POS tags 

attached to each word are in accordance with 

the BIS tagset for Khasi (Tham, 2018). 

11. ka shnong ka thaw 

“village” 

ka/PR_PRP_M/B-NP 

shnong/N_NN/I-NP 

ka/PR_PRP_M/B-NP thaw/N_NN/I-

NP  

12. ki per soh per syntiew 

“orchard”  

ki/PR_PRP_M/B-NP per/N_NN/I-

NP soh/N_NN/I-NP per/N_NN/I-NP 

syntiew/N_NN/I-NP 

Inclusion and exclusion of the conjunction 

bad in a noun chunk: The conjunction bad is 

comparable to the English conjunction “and” 

and can also participate as an element in a noun 

phrase. In example 13 the conjunction is part of 

the noun chunk, but in example 14 it is 

excluded from the noun chunk because the 

pronominal marker precedes the second noun, 

indicating that acceptable pre-modifiers of noun 

chunks are the ones mentioned earlier without 

overlapping. 

13. i mei bad papa 

“mother and father” 

i/PR_PRP_M/B-NP mei/N_NN/I-

NP bad/CC_CCD/I-NP 

papa/N_NN/I-NP  

14. i mei bad i papa 

“mother and father”  

i/PR_PRP_M/B-NP mei/N_NN/I-

NP bad/CC_CCD/O 

i/PR_PRP_M/B-NP papa/N_NN/I-

NP 

 Possessive particle la labeled as an 

element of a noun chunk: One of the functions 

of la is as a possessive marker (Tham, 2018), 

and in the training corpus it has been labeled as 

a member of a noun chunk because 

syntactically when a noun phrase is the object 

of a preposition la can occur as the first element 

of a noun phrase (example 15) and the same can 

be said of la when the noun phrase is the object 

of a verb (example 16).  

15. ban wad jingiada     na    la     ki 

to   seek protection from POSS PM   

briew  

person 

 “to seek protection from his own 

people” 

16. ka  kyrngah  la      ka  khlieh 

3SGF shook  POSS PM head 

“she shook her head” 

 

Basic verb phrases:  The various forms of 

verb phrases present in the corpus are as 

follows. 

 A basic verb phrase can comprise only 

of the main verb or can also include 

any preceding auxiliaries. For eg. bam 

(eat) or la bam (have eaten).  
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 Instances where only an auxiliary verb 

exists without the main verb, the verb 

chunk includes only the auxiliary verb. 

For e.g. long in example 17. 

 Any two consecutive verbs are taken 

as two separate verb chunks. For e.g. 

sdang hap (starts falling). 

 The infinitive phrase comprising of the 

infinitive ban (to) up to the main verb 

which may include auxiliaries in 

between is considered as a separate 

verb chunk as shown in example 18. 

 The inclusion and exclusion of the 

conjunction bad as part of a verb 

chunk is in the lines of how noun 

chunks include the conjunction 

mentioned earlier.  

The rest of the tokens present in the corpus 

that are outside the mentioned chunks are 

marked with the O tag.  

17. ki    long ki   briew   kiba bha  

3PL  are   PM person REL good 

“they are good people” 

ki/PR_PRP/O long/V_VAUX/B-VP 

ki/PR_PRP_PM/B-NP 

briew/N_NN/I-NP kiba/PR_PRL/O 

bha/JJ/O 

18. ka      la      nang   ban shad 

2SGF AUX  knows to   dance 

“she knows how to dance” 

ka/PR_PRP/O la/V_VAUX/B-VP 

nang/V_VM/I-VP 

ban/V_VAUX_VINF/B-VP 

shad/V_VM/I-VP 

4 HMM shallow parser for Khasi 

Following the work of Molina and Pla (2002), 

where shallow parsing is considered as a 

tagging problem, a standard HMM algorithm 

has been employed in developing an HMM 

Shallow Parser for Khasi.  Molina and Pla 

(2002) have put forward a specialized HMM 

where alterations have been made in the training 

corpus while the training and tagging procedure 

remains intact. They have attained results at par 

with existing approaches especially when 

lexical information is added and achieved best  

𝐹𝛽=1 as 92.23. Similarly the Khasi HMM POS 

tagger (Tham, 2018) has been used as a parser 

where changes have been made only in the 

training corpus.       

Statistically, given a set of input symbols I 

and a set of output symbols C, tagging a 

sentence S=𝑠1,𝑠2... 𝑠𝑛 of n symbols where 𝑠𝑗 ∈ 

I ∀ 𝑠𝑗with output tags 𝑐1,𝑐2... 𝑐𝑛 where 𝑐𝑗 ∈ C 

∀  𝑐𝑗 is given by 

𝑎𝑟𝑔𝑚𝑎𝑥𝐶 ∏ 𝑃(𝑠𝑖|𝑐𝑖)𝑃(𝑐𝑖|𝑐𝑖−1 … 𝑐𝑖−𝑘)𝑛
𝑖=1  (1) 

Taking into account Markov’s assumptions a 

second order Markov model reduces equation 1 

to equation 2. 

𝑎𝑟𝑔𝑚𝑎𝑥𝐶(∏ 𝑃(𝑠𝑖|𝑐𝑖)𝑃(𝑐𝑖|𝑐𝑖−1, 𝑐𝑖−2)𝑛
𝑖=1 ) (2) 

The probabilities are then estimated from the 

training corpus using maximum likelihood 

estimation, and linear interpolation has been 

carried out to counter any data sparsity problem 

encountered as shown in equation 3. 

𝑃(𝑐𝑖|𝑐𝑖−2, 𝑐𝑖−1) = 𝜆3�̂�(𝑐𝑖|𝑐𝑖−2, 𝑐𝑖−1)   +
                                 𝜆2�̂�(𝑐𝑖|𝑐𝑖−1) + 𝜆1�̂�(𝑐𝑖) (3) 

 

Here �̂�(𝑐𝑖|𝑐𝑖−2, 𝑐𝑖−1), �̂�(𝑐𝑖|𝑐𝑖−1), �̂�(𝑐𝑖) are 

the trigram, bigram, unigram probabilities 

respectively, and 𝜆1 + 𝜆2 + 𝜆3 = 1.  

Further, Brants (2000) deleted interpolation is 

used for evaluating the λs and the Viterbi 

algorithm (Rabiner, 1989) is utilized to ensure 

an optimal path is taken when selecting the 

sequence with the highest probability.   

In this analysis, since no more than noun and 

verb chunks have been identified and the BIO 

tagging scheme is utilized, the total number of 

chunk tags (output symbols) is 2n+1 i.e. 5 

where n is the number of chunks. On the other 

hand, the input symbols involved words and 

their corresponding POS tags leading to a huge 

set of symbols. As suggested by Molina and Pla 

(2002) a specialization function 𝑓𝑠 can be 

applied on the manually tagged training data T 

to produce a new training data �̌�. Here the 

specialization function (equation 4) transforms 

every training pair <𝑠𝑖,𝑐𝑖> to <�̌�𝑖, �̌�𝑖> and 

therefore it changes the set of input symbols to 𝐼 

and the output symbols to �̌�.  
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𝑓𝑠 : T ⊂ (𝐼 × 𝐶)*
 → �̌� ⊂ (𝐼  × �̌�)* 

(4) 

4.1 Testing and Evaluation 

The transformations carried out for Khasi is 

accomplished by changing the input and output 

used for training. Initially for the baseline tagger 

only the POS tags are maintained as input 

symbols and the chunk tags as output symbols 

i.e. the training pair is <𝑝𝑖,𝑐𝑖> where 𝑝𝑖 is a 

POS tag and 𝑐𝑖 the chunk tag.  A sample input 

and sample output of the baseline HMM tagger 

is shown in example 19. The results of the 

tagger are then taken as the baseline results for 

the system (Table 1). In the next step, the POS 

tags are once more taken as input symbols, but 

the output symbols comprises of both POS tags 

and chunk tags (concatenated together with the 

period (.)). The new training pair is therefore 

<𝑝𝑖,𝑝𝑖. 𝑐𝑖>. Example 20 shows a sample output 

of the HMM shallow parser on the same input 

shown in example 19.  The test data consist of 

402 sentences which includes 2,210 noun and 

verb chunks and the tagging results are shown 

in Table 1, indicating that adding just POS 

information to the chunk category has 

dramatically improved the accuracy to 𝐹𝛽=1as 

95.51 as compared to the baseline of 𝐹𝛽=1as 

86.94.  

 

19. V_VM RB IN N_NN N_NN 

RD_PUNC (input) 

V_VM/B-VP RB/O IN/O N_NN/B-

NP N_NN/I-NP RD_PUNC/O 

(output) 

20. V_VM/V_VM.B-VP RB/RB.O 

IN/IN.O N_NN/N_NN.B-NP 

N_NN/N_NN.I-NP 

RD_PUNC/RD_PUNC.O (output) 

 

The individual results for noun and verb 

chunks are given in Table 2 and analysing the 

results reveals that in most cases where the 

chunks were not detected accurately are mainly 

due to the following:  

 

 When the noun chunk is the object of 

the preposition and the chunk contains 

an adverb as the first element then it 

fails to identify the adverb as the 

starting element of the noun chunk. 

 Non detection of conjunctions which 

are part of a noun chunk. 

 As mentioned in section 3 consecutive 

nouns are always considered as part of 

the same noun chunk, but in some 

instances this is not true. These 

phrases are semantically determined, 

which is difficult to detect at this stage 

of the parser. For instance in example 

21, shipara and kynthei are not part of 

the same noun chunk, but the tagger 

has placed both of them within the 

same noun chunk. 

21. ar   ngut ki khynnah shipara kynthei  

two CLF PM youth    sibling girl 

bad shynrang   

and boy 

 “two siblings, a girl and a boy” 

 Auxiliary verbs following another 

auxiliary verb tend to be tagged as part 

of a new verb chunk when they are 

actually elements of the previous verb 

chunk.  

 

 

 

 

5 Conclusion 

This work has initiated a corpus of noun and 

verb chunks, and an HMM shallow parser for 

Khasi which requires Khasi text tagged with 

their part of speech. The details of what 

constitutes a noun chunk or a verb chunk were 

highlighted keeping in mind that identifying a 

Khasi noun chunk or a verb chunk from a given 

text is a new initiative for the language. The 

results of the parser are encouraging and are in 

 Precision Recall 𝑭𝜷=𝟏 

Baseline  86.38% 87.51% 86.94 

Khasi 

Shallow 

Parser 

94.39% 96.65% 95.51 

Table 1: Results 

Chunk Precision Recall 𝑭𝜷=𝟏 

NP 93.4% 97.23% 95.28 

VP 95.34% 96.1% 95.72 

Table 2: Noun and Verb chunk 

results 
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parity with what is reported for English and 

other Indian languages and enhancing corpus 

size will facilitate further testing. In future, 

when analysis of other Khasi phrases is 

available, what will remain is incorporating the 

acquired information only in the corpus without 

the need of modifying the tagging algorithm. 
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