-#.&.%/

-#.&.%/

-#.&.%/

-#.&.%/

A: the next two blocks will be off t
corners of each of those, in the
direction of the last yellow block.

B: (places yellow at-4, 2, 1))

B: like that, or somewhere else?

A: add one more block to the end of that g

your side
B: (places yellow at-4, 2, 2))

I"#"$%&™

A: and do the same on the other gde

Figure 5: Example 3.

B: is thisa 2d structure?
A: yes E can you make a ring
using the pillar we just made?

B: (builds a ring of blue blocks,
while standing on the back
side of the structure)

A: yup, on the middle block of th

ring®s right side, can you
put ablue block?

I"#"$%&™

Figure 6: Example 4.

A: so we are going to need blue placehol
to the left and right of the base block
B: (places two blue blocks on the ground,
then 2 red blocks atop them)
E

A: do that twice more
B: (places blue and red blocks)

!Il#ll$%&|ll

A: ok now you can get rid of the blue bloc

Figure 7: Example 5.

A: lets start with green
A: place two blocks flat on th
floor towards the middl

!ll#ll$%&lll

Figure 8: Example 6.

Figure 9: Example 7.
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the strengths and shortcomings of the full BAP
model. Examples 5, 6 and 7 also examine the net
actions F1 evaluation metric in context.

Example 3 can be found in Figure 5. Over the
course of some back-and-forth dialogue with A, B
has just built the leftmost 2 yellow blocks of the
left yellow row. From here, our model interprets
“do the same on the other side” as placing another
2 yellow blocks, but places them in the wrong lo-
cation. The human B is able to understand that A
means to place the blocks on the other end of the
row-in-progress.

Example 4 can be found in Figure 6. This ex-
ample occurs near the end of a game. B has just
finished building a 3 x 3 ring of blue blocks, while
facing the structure from the back side (i.e., facing
the camera in the figure). Following the description
“the middle block of the ring’s right side”, our model
incorrectly predicts placing a blue block adjacent
to one of the middle blocks of the ring, while the
human B grounds this easily. Clearly, higher-level
information needed to help ground the instruction
is lost in context: earlier in the dialogue history
(yet still within the window of utterances in the
Hj3 history scheme), B has clarified with A that
the structure is entirely 2D, which contradicts the
model’s prediction.

Example S can be found in Figure 7. B has built
a V using blue blocks as placeholders to support
the red blocks. Our model interprets “get rid of
the blue blocks” partially correctly, and removes
one blue block, but does not go all the way as
the human B does, who removes all existing blue
blocks. While both the model’s and human B’s
action sequences are correct, the model’s actions
are incomplete, and it is penalized according to net
actions F1.

Example 6 can be found in Figure 8. This exam-
ple occurs at the beginning of a game. Here, A does
not specify a specific location for the green blocks
to be placed, just that they should be “fowards the
middle.” In this instance, both our model’s predic-
tion and the human B’s actions are valid interpreta-
tions. However, our model’s output is penalized for
not predicting the exact positions of the human B’s
blocks. This highlights the net actions F1 metric’s
inflexibility to ambiguous scenarios.

Example 7 can be found in Figure 9. This ex-
ample is similar to Example 8 in that the model

predicts a sequence of actions that results in a struc-
ture that is rotationally equivalent to the human
B’s resulting structure. However, in this case, A’s
instruction to place the green blocks “fowards the
middle of the board” (a suggestion our model does
not follow) is extremely important in the larger con-
text of task completion: the model’s actions would
result in a final structure that cannot fit within the
grid boundaries. Here, the strictness of net action
F1’s exact match requirement works as intended,
to our benefit.
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