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Stage 2: Fine-tune the extended model
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Word-level Style Relevance
Stage 1: Train a basic attentional Seq2seq model with Repredicting 
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Dataset Example sentences with the word-level style relevance
Input sentence (negative):   we sit down and we got some really slow and lazy service .

0

0.2

0.4

0.6

we sit down and we got some really good and friendly service .

YELP
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0.2
0.4
0.6

just talk your spouse about this

Input sentence (informal):  just talk your spouse about this
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simply talk your spouse about this .

GYAFC

Output sentence (positive): we sit down and we got some really good and friendly service .

0
0.2
0.4
0.6

we sit down and we got some really slow and lazy service .

Output sentence (formal):  simply talk your spouse about this .
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