2 RELERIEK 5 P 58] 152 ALk 35 ) ol B

L EA AL G AR R
R i ENLSEBRBER b
2L Ry HEERS P IUE B E R E AR E
Hiiyu0515, wangxy0808,guoshaoru0928,guanyong0130}@163.com
“liru@sxu.edu.cn

W

Hlas b S AR VE Oy BOME SRR TS, RBIENSNEET 2R - HI 2 T0E
FER R PR o TC RO E HLIE X 2 A0 e B Mo 00 A B RDWE A TR R, A SCH H —
M T 2R A R A BUREY - E SR ARR O IRE BRI RUA TN SRR T HIR
18 TF-IDF 3 AU BRI (R R P i 6], BRJE 468 7o B 7 St — P e el
RN EE SRR TU AR « ASCHE R % 1B SOA R M RACERUE S Lt T3IE, AR
AR, RSO EM T B R P VAR F13.44%, 18 T & R S5 ok F %
108 B {E O AR g N S A\ N VTR R 90 ) 3R 7R 3.68 %6 3.6%, L ik 4 SRAUE SE AR S B
RITEEHNE -

K. PLASDTIRIEE R R ;A

Evidence sentence extraction for reading comprehension based
on multi-module

Yu Ji¥ Xiaoyue Wang’* Ru Li%*?* Shaoru Guo®! Yong Guan
School of Computer and Information Technology, Shanxi University
2Key Laboratory of Computational Intelligence and Chinese Information Processing
of Ministry of Education,Shanxi University, Taiyuan,China
Hiiyu0515, wangxy0808,guoshaoru0928,guanyong0130}@163.com
liru@sxu.edu.cn

Abstract

As a key task of natural language understanding, machine reading comprehension has
been widely concerned by scholars at domestic and foreign. In order to solve the prob-
lem of multiple choice reading comprehension, which is difficult to extract evidence
sentences due to the absence of clue annotation and questions involve multi-hop rea-
soning, we proposes a model of evidence sentence extraction based on multi-module
combination. Firstly,we use some labeled data to fine-tune the pre-training model;
secondly, the evidence sentences in the multi-hop reasoning problem are extracted re-
cursively through TF-IDF; finally, the unsupervised method is combined to further
filter the model prediction results to reduce redundancy. This paper is verified on
the Chinese Gaokao and the RACE data set. In the extraction of evidence sentences,
compared with the optimal baseline model, the F1 value of the method in this paper
is increased by 3.44%. The accuracy of using evidence sentences as model input in
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