


0:1 0:2 0:3 0:4
RANCC

(Sundararajan et al., 2017)

(Bach et al., 2015)

(Shrikumar et al., 2017b)

(Ribeiro et al., 2016)

Random

0:35

0:29

0:23

0:23

0:25

1:4 � 10� 2

Change in JSD using top 10 % features from IMDB

M
et

ho
d

0:1 0:2 0:3 0:4 0:5
RANCC

(Sundararajan et al., 2017)

(Bach et al., 2015)

(Shrikumar et al., 2017b)

(Ribeiro et al., 2016)

Random

0:48

0:43

0:4

0:4

0:44

0:12

JSD using top 20 % features from IMDB

M
et

ho
d

0:1 0:2 0:3
RANCC

(Sundararajan et al., 2017)

(Bach et al., 2015)

(Shrikumar et al., 2017b)

(Ribeiro et al., 2016)

Random

0:25

0:21

0:19

0:19

0:14

6 � 10� 4

JSD using top 1 % features from AGnews

M
et

ho
d

0:1 0:2 0:3

RANCC

(Sundararajan et al., 2017)

(Bach et al., 2015)

(Shrikumar et al., 2017b)

(Ribeiro et al., 2016)

Random

0:24

0:14

8:7 � 10� 2

8:7 � 10� 2

3:8 � 10� 2

1 � 10� 3

JSD using top 20 % features from AGnews

M
et

ho
d

Figure 6: JSD on the IMDB and AGnews. The higher the value, the better the method.

results on AGnews are also shown in Figure 7 which displays the 4 clusters (these are the four classes
in the dataset representing four concepts). Our work does a better job of revealing the natural classes
in the data than t-SNE and PCA, and thus RANCC is better in accurately generating distribution and
partitioning the data. The idea of concurrently clustering/grouping rationales into clusters is a unique
feature in our approach which has been learned without additional computation. The merit is that, you
do not need to use a clustering algorithm over the embedding to obtain the target cluster. This clustering
helps explain the extracted rationales and prediction outcomes. This approach makes our work unique
compared to other explainability methods. Additionally, to the best of our knowledge, this is the first
approach to provide concepts in terms of clusters and to be able to learn them simultaneously for text
classification in a deep learning model.

(a) RANCC:IMDB. (b) PCA:IMDB (c) t-SNE:IMDB.

(d) RANCC: AGnews. (e) PCA: AGnews (f) t-SNE:AGnews.
Figure 7: Clusters of correctly classified rationales using concept vectors for both IMDB and AGnews using RANCC, PCA

and t-SNE. Please note that the mean and standard deviation are obtained from the clustering.

.

4.5 Using the clustering visualization as a debugging tool
One of the challenges when debugging a neural network model is to understand errors and when they
occur. More specifically, we are interested in which class the model mistakenly classified the text input.
A general solution is to write a piece of code and use many print statements to debug it and to understand
the miss-classified input. But by using the clusters, we can easily visualize the miss-classified inputs and
understand to which class the input was incorrectly classified. Looking at the results from Figure 8, one
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can visually identify the errors and can save much time for debugging, rather than using print statements
or other clumsy alternatives. For instance, Figure 8 shows that in the AGnews, the model struggles in
learning meaningful features for the business class and the same issue is applied to the IMDB for the
positive sentiment.

(a) RANCC: Debugging AGnews. (b) RANCC:Debugging IMDB.
Figure 8: Clusters of rationales for identifying miss-classification.

4.6 Understanding concepts
An important question is what kinds of words are encoded in each rationale to represent a concept of
interest? Each discovered concept can be understood from the corresponding rationale which activates its
appearance: for example in the AGnews, the concept the model identifies is inferred from the following
detected word: Microsoft, Software, and Internet. With these words, we can identify that the concept of
these texts is “science/technology.” The same reasoning applies to the other rationales such as Company,
Inc, Oil, and Price which correspond to the “business” concept. The other rationales, such as President,
government, leader, and official, correspond to the “world news” concept, and game, and team correspond
to the “sport news” concept (See Table 2). The same reasoning can be applied to the IMDB movie
reviews. Our model is able to discover interesting words which correspond to meaningful concepts as
shown in Table 3.

Class Top words
World news president, government, leader, official, security, war, attack, nation, police, foreign
Sport news sport, team, victory, football, final, home, season, game,club, fan, champion, player, title, championship, star, field
Tech/Sci news technology, program, microsoft, software, internet, service, window, network, pc, operating system
Business news market, company, billion, firm, cost, cut, federal, report,profit, earning, research, international,share

Table 2: Visualizing top words used in each concept for AGnews.

Class Top words
Positive sentiment interesting, pretty, original, horror, cool, kind,great, see
Negative sentiment bad, waste, worst, poor, boring, stupid, awful

Table 3: Visualizing top words used in each concept for IMDB.

4.7 Visualizing extracted rationales
We also visualize the rationales extracted from the IMDB movie reviews on a single concept from IMDB
(i.e., positive sentiment concept). As we can see from Figure 9, our approach is capable of capturing
meaningful rationales. Through the highlighted rationales, we can see that they are semantically similar,
that is, they can be grouped in a single consistent concept.

4.8 Model compression
We show how our compressed model achieves close results to the original trained RANCC model, with-
out re-training. We show the performance on the AGnews dataset (see Table 4). In Table 4, 10% and
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hour of the film had me in tears with the honesty of the emotions is not everyone’s cup of tea but unlike the little she
has written some truly sympathetic wonderful characters and a fine story given a casting and production values by warner

brothers highly recommended
stumbles on to three other strange with past residents of the same house i won’t say anymore for i will ruin the movie more
than i already have but it is a terrific movie for as old as it is and would never mind watching it again
comedy which is a very fitting title for this movie as well as for the whole genre that practically invented and the cult favorite
for over 20 years 1986 is brilliant and deserves our true love and genuine for the unforgettable moments of cinematic
happiness
a great selection of the finest british talent around i loved them all for every diverse element brought into the film italy has
to be one of the most romantic places to form a story such as this everything about this film works i love it
che’s capture and death are dealt with well the film is greatly enhanced by the dialogue being in spanish
del toro is again excellent as the charismatic so if you’ve seen part 1 you will see a very similar telling of a very different

story in part 2.
Figure 9: Visualizing the extracted rationales of different lengths. Highlighted text represents the extracted rationale for the

positive concept.

40% mean the percentages of the extracted words as a rationale. Our compressed model shows close
performance to the original RANCC model and without much loss in performance.

Method F1 Recall Precision Accuracy
RANCC (10%) 0.856 0.857 0.858 0.86

Compressed (10%) 0.827 0.857 0.858 0.827

RANCC (40%) 0.876 0.876 0.878 0.87

Compressed (40%) 0.865 0.866 0.866 0.866
Table 4: Comparison of the performances between RANCC and compressed RANCC.

5 Conclusion and Future work

We have presented a new approach for a self-explainable neural network applied to text classification, and
presented new techniques for alternative explanations. Our extracted rationals were important features
affecting the prediction, and the visualization of the concept clustering improved the explainability of
black-box models. In future work, we are interested in understanding more about the semantic distance
between rationales and the concept vectors, as well as the semantic distance between every word in a
sequence and its concept vector. We will also further investigate the explainability of the compressed
RANCC model, and aim to investigate our approach’s explainability in other NLP tasks, such as natural
language inference, and language generation in a specific domain of medicine or law.
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