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Figure 7: Our annotation interface on the AMT platform. The upper part is the instruction for the annotators and
we provide an example for them. Note that we give the part-of-speech hints (from the captain corpora) to boost the
speed of annotation, but we do not remove sentences with wrong part-of-speech as long as they also make sense.
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Figure 8: One/two-hop relation frequency in the COMMONGEN dev.&test sets on ConceptNet.
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[bRNN-CpNet]: Someone lowers his horse from the wall and lasso glass by cows. 

[Trans-CpNet]: A horse having lasso in the bridal cows. 

[MP-CpNet]: Cow in a lasso getting the ride. 

[LevenTrans]: A cow rides through a horse. 

[GPT-2]: A horse rides on a lasso.

[BERT-Gen]: A cow rides a lasso on a horse. 

[UniLM]: A man rides a horse with a lasso at cows. 

[UniLM-v2]: A horse rides a cow with a lasso on it. 

[BART]: A man rides a horse and a cow on a bridle with a lasso. 

[T5]: Lasso to ride a cow on a horse.

[Machine generations]

1. When those men ride a horse for the first time and lasso those cows.

[Rationale]: cowboys ride horses and lasso cows for a living

2. A cowboy can use a lasso to control a horse or cow in order to ride them.

[Rationale]: I understand the words and I can read and write 

English.

3. The cowboy will lasso the cow while riding on the horse.

[Rationale]: Have seen it.

[Human references from AMT]

2) [Input concept-set]: { cow, horse, lasso, ride }

[bRNN-CpNet]: Process of holds at hands under walk on hours.

[Trans-CpNet]: Hands with a walk in the water. 

[MP-CpNet]: Walk across the hold to water. 

[LevenTrans]: Hand moored at the water.

[GPT-2]: A woman holds a water walker and holds a hand. 

[BERT-Gen]: A man walking and holding a hand in water while walking. 

[UniLM]: A man holds hands to walk across the water. 

[UniLM-v2]: A man is walking and holding a hand in the water. 

[BART]: A man walks with a woman holding her hand as they walk through water. 

[T5]: Man holds a bottle of water in his hand as he walks along a river.

[Machine generations]

1. The couple holds hands as they walk by the water.

[Rationale]: 

Couples hold hands when taking walk even by a body of water.

2. The girl is walking holding in her hand a bottle of water.

[Rationale]: I see this reading the words

3. The couple hold hands while they walk by the water.

[Rationale]: People sometimes hold hands. People Like to walk 

near water.

[Human references from AMT]

3) [Input concept-set]: { hand, hold, walk, water }

[bRNN-CpNet]: The window stands out a ladder but clean the sun to being squeegee.

[Trans-CpNet]: A brown leather ladder with green eyes.

[MP-CpNet]: Window of the zebra are on a tablecloth.

[LevenTrans]: A man on a a on on the kitchen.

[GPT-2]: Someone grabs a ladder from a window and squeezes it open.

[BERT-Gen]: A woman is cleaning a window with a ladder and a squeegee.

[UniLM]: Someone stands next to a window and stands on a ladder to clean the squeegee.

[UniLM-v2]: A man is standing on a ladder and using a ladder to clean the window.

[BART]: A man with a squeegee and a ladder standing on the ledge of a window is cleaning the window.

[T5]: Squeegee and ladder on a wooden stand to clean windows and windows.

[Machine generations]
1. The window cleaner stands on the ladder to clean the 

window with a squeegee.
[Rationale]: A squeegee is a tool to clean windows. A 

ladder is something that people use to reach high places.

2. The man clean the window on the ladder stand by using 

squeegee.
[Rationale]: man need to clean the window by using 

squeegee on the ladder stand 

3. The man stood beside the ladder and cleaned the window

with a squeegee.
[Rationale]: people can stand next to ladders. People 

clean windows. Squeegees are used to clean windows.

[Human references from AMT]
4) [Input concept-set]: { clean, ladder, squeegee, stand, window }

[bRNN-CpNet]: Lays massage someone table vertical gives on and the water.

[Trans-CpNet]: Massage lays on the kitchen.

[MP-CpNet]: A massage table being calling with an improvisation lay free speaker.

[LevenTrans]: A man chatting at the table.

[GPT-2]: A man gives a massage to a table.

[BERT-Gen]: A woman lays down on a table and gives a massage to a man.

[UniLM]: A woman lays down a massage on a table and gives a massage.

[UniLM-v2]: A woman is laying down and giving a massage on a table.

[BART]: A man lays on a table and gives a massage to a woman laying on the table.

[T5]: Woman lay on a table and gives a massage.  

[Machine generations]

1. The man lays down on the massage table and the therapist gives him a massage.
[Rationale]: The man must lay down to receive a massage. The therapist is 

the giver of massages. The table is a massage table.

2. Lay down on the table and the masseuse will give you a neck massage.
[Rationale]: A masseuse is a woman who gives massages professionally. 

Massages are usually done on tables.

3. The woman gives the man who lays on the table a massage.
[Rationale]: Some massages are done laying down; people like to get massages;

tables are used for people to get massages; people lay on tables to get 

massages.

[Human references from AMT]

1) [Input concept-set]: { give, lay, massage, table }

Figure 9: Four cases for qualitative analysis of machine generations. References are collected from AMT crowd-
workers and they are required to provide rationales. Note that the third one is a positive case showing that some
models can successfully generate reasonable scenarios. However, most models perform poorly on the other cases.
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Training Steps RoBERTa-Large w/CG(BART) w/CG(T5) w/CG(UniLM) w/CG(BERT-Gen) w/CG(ConstLeven)

50 0.2252 0.1884 0.2506 0.2244 0.2007 0.2162
100 0.3088 0.2703 0.3587 0.3153 0.2924 0.2809
150 0.5053 0.2973 0.5643 0.1851 0.3391 0.3653
200 0.5717 0.4439 0.6650 0.3833 0.5274 0.5324
250 0.6020 0.5242 0.6937 0.5348 0.5839 0.6396
300 0.6388 0.6601 0.7117 0.6323 0.6274 0.6634
350 0.6675 0.6814 0.7150 0.6503 0.6626 0.6740
400 0.6830 0.6830 0.7215 0.6847 0.6781 0.6773
450 0.7027 0.7068 0.7338 0.6921 0.7068 0.6962
500 0.7019 0.7076 0.7428 0.7011 0.6929 0.7052
550 0.6978 0.7248 0.7486 0.7256 0.7068 0.6904
600 0.6790 0.7232 0.7494 0.7338 0.7248 0.7068
650 0.7150 0.7289 0.7428 0.7469 0.7101 0.7117
700 0.7142 0.7453 0.7477 0.7387 0.7305 0.7183
750 0.7027 0.7453 0.7314 0.7527 0.7166 0.7183
800 0.7158 0.7355 0.7437 0.7371 0.7281 0.7240
850 0.7174 0.7445 0.7625 0.7420 0.7379 0.7322
900 0.7191 0.7543 0.7559 0.7502 0.7477 0.7338
950 0.7355 0.7486 0.7477 0.7387 0.7428 0.7404

1000 0.7477 0.7510 0.7461 0.7486 0.7428 0.7363
1050 0.7346 0.7502 0.7568 0.7469 0.7412 0.7297
1100 0.7428 0.7527 0.7551 0.7494 0.7363 0.7420
1150 0.7379 0.7609 0.7576 0.7641 0.7453 0.7437
1200 0.7469 0.7477 0.7502 0.7461 0.7420 0.7477
1250 0.7477 0.7412 0.7592 0.7518 0.7273 0.7371
1300 0.7502 0.7518 0.7617 0.7666 0.7518 0.7412
1350 0.7469 0.7502 0.7551 0.7568 0.7437 0.7404
1400 0.7420 0.7494 0.7641 0.7559 0.7494 0.7428
1450 0.7510 0.7584 0.7625 0.7461 0.7461 0.7461
1500 0.7535 0.7674 0.7690 0.7551 0.7412 0.7428
1550 0.7461 0.7559 0.7674 0.7510 0.7445 0.7412
1600 0.7437 0.7584 0.7584 0.7543 0.7445 0.7420
1650 0.7568 0.7609 0.7633 0.7543 0.7494 0.7428
1700 0.7551 0.7584 0.7633 0.7625 0.7535 0.7396
1750 0.7600 0.7568 0.7699 0.7740 0.7551 0.7518
1800 0.7617 0.7559 0.7731 0.7740 0.7527 0.7486
1850 0.7690 0.7584 0.7772 0.7707 0.7617 0.7461
1900 0.7658 0.7592 0.7805 0.7838 0.7486 0.7445
1950 0.7584 0.7617 0.7715 0.7715 0.7510 0.7396
2000 0.7510 0.7617 0.7690 0.7715 0.7445 0.7355
2050 0.7551 0.7641 0.7731 0.7649 0.7559 0.7477
2100 0.7641 0.7617 0.7641 0.7625 0.7559 0.7412
2150 0.7584 0.7543 0.7658 0.7641 0.7527 0.7461
2200 0.7584 0.7477 0.7649 0.7633 0.7453 0.7371
2250 0.7551 0.7559 0.7641 0.7609 0.7461 0.7363
2300 0.7535 0.7600 0.7699 0.7674 0.7412 0.7420
2350 0.7551 0.7617 0.7682 0.7625 0.7502 0.7412
2400 0.7559 0.7649 0.7699 0.7625 0.7559 0.7387
2450 0.7584 0.7674 0.7707 0.7658 0.7477 0.7387
2500 0.7551 0.7649 0.7600 0.7633 0.7502 0.7363
2550 0.7592 0.7658 0.7731 0.7658 0.7518 0.7387
2600 0.7559 0.7658 0.7715 0.7600 0.7420 0.7371
2650 0.7576 0.7674 0.7690 0.7600 0.7494 0.7420
2700 0.7568 0.7707 0.7690 0.7600 0.7461 0.7379
2750 0.7568 0.7699 0.7674 0.7649 0.7445 0.7437
2800 0.7592 0.7682 0.7690 0.7617 0.7445 0.7453
2850 0.7592 0.7641 0.7707 0.7649 0.7461 0.7445
2900 0.7609 0.7649 0.7740 0.7658 0.7477 0.7437
2950 0.7617 0.7649 0.7740 0.7658 0.7469 0.7437
3000 0.7600 0.7658 0.7731 0.7658 0.7437 0.7420

Table 8: Experimental results of the transferring study on CommonsenseQA dev set.


