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Preface

This volume contains the proceedings of the Second Workshop on Gender Bias in Natural Language
Processing held in conjunction with the 28th International Conference on Computational Linguistics
in Barcelona. The workshop received 19 submissions of technical papers (11 long papers, 8 short
papers), of which 12 were accepted (8 long, 4 short), for an acceptance rate of 63%. We thank the
Program Committee members, who provided extremely valuable reviews to help us compile an exciting
programme of high-quality research works.

This year we are especially grateful to the new programme committee members from the social sciences
and humanities who provided feedback on the bias statements, a new feature that we asked authors to
include in their research papers. The idea behind this requirement is to encourage a common format for
discussing the assumptions and normative stances inherent in any research on bias, and to make them
explicit so they can be discussed. This is inspired by the recommendations by Blodgett et al. (2020)1,
and we borrow from them in our definition of the bias statement. We provided a blog post available
from the workshop webpage, which explicitly provided some guidance to help authors in writing a bias
statement. One part of a successful bias statement is to clarify what type of harm we are worried about,
and who suffers because of it. Doing so explicitly serves two purposes. On the one hand, by describing
certain behaviours as harmful, we make a judgement based on the values we hold. It’s a normative
judgement, because we declare that one thing is right (for instance, treating all humans equally), and
another thing wrong (for instance, exploiting humans for profit). On the other hand, being explicit about
our normative assumptions also makes it easier to evaluate, for ourselves, our readers and reviewers,
whether the methods we propose are in fact effective at reducing the harmful effects we fear, and that
will help us make progress more quickly.

The accepted papers cover a wide range of applications in natural language processing, including
words embeddings, topic modelling, poetry composition, sentiment analysis, conversational assistants
and neural machine translation. Within these applications, these papers cover a variety of gender (and
intersectional) bias approaches, including dataset generation, mitigation algorithms, evaluation and bias-
aware research methodology.

Finally, the workshop counts on two impressive keynote speakers: Natalie Schluter, who in addition to
being a Senior Research Scientist at Google Brain and an Associate Professor at the IT University of
Copenhagen is also the first Equity Director of the Association for Computational Linguistics, and Dirk
Hovy, an Associate Professor at Bocconi University with a distinguished publication record on bias and
social aspects of NLP.

We are very excited about the interest that this workshop has generated and we look forward to a lively
discussion about how to tackle bias problems in NLP applications when we meet virtually on the 13th
December 2020!

November 2020
Marta R. Costa-jussà, Christian Hardmeier, Will Radford, Kellie Webster

1Blodgett, Su Lin et al. “Language (Technology) is Power: A Critical Survey of ‘Bias’ in NLP.” ACL (2020).
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