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Abstract

Nowadays, the spread of Internet memes on online social media platforms such as Instagram, Facebook, Reddit, and Twitter is very fast. Analyzing the sentiment of memes can provide various useful insights. Meme sentiment classification is a new area of research that is not explored yet. Recently SemEval provides a dataset for meme sentiment classification. As this dataset is highly imbalanced, we extend this dataset by annotating new instances and use a sampling strategy to build a meme sentiment classifier. We propose a multi-modal framework for meme sentiment classification by utilizing textual and visual features of the meme. We found that for meme sentiment classification, only textual or only visual features are not sufficient. Our proposed framework utilizes textual as well as visual features together. We propose to use the attention mechanism to improve meme classification performance. Our proposed framework achieves macro F1 and accuracy of 34.23% and 50.02%, respectively. It increases the accuracy by 6.77% and 7.86% compared to only textual and visual features, respectively.

1 Introduction

The rapid growth of users on social media platforms leads to new ways of spreading information. Meme nowadays has become one of the most popular words for social media. A meme is an idea, the way in which a person behaves in response to a particular situation or a manner that spreads from one person to another within a culture. Spreading of memes on social media platforms such as Facebook, Instagram, Reddit, and Twitter is very fast.

Sentiment analysis is a growing field of Natural Language Processing (NLP), aiming to identify the polarity of opinion. Sentiment can be positive, negative or neutral (Pang and Lee, 2005). Sentiment analysis has a vast number of applications in real life, including the product’s recommendation to a user based on opinions provided by other users (Pang et al., 2002), in political uses (Bakliwal et al., 2013), etc. Memes play an important role in handling various political battles or public relations on social media platforms.

The most common practice in sentiment analysis is finding the sentiment of textual content crawled from Twitter, product reviews, hotel reviews, etc. Existing literature has mostly addressed the problem of sentiment analysis primarily using textual contents (Xu et al., 2019; Edara et al., 2019; Medhat et al., 2014; . et al., 2020). But with the growing social media, users are expressing their opinions through text and the image. Hence, researchers nowadays are also giving attention to sentiment analysis in multi-modal content (You et al., 2016; Ortis et al., 2020; Man et al., 2019). Spreading of memes is also very fast, but meme analysis is yet to be explored. Recently, SemEval-2020 proposed a task to detect the meme’s polarity, which can fall into three predefined classes: positive, negative, or neutral (Sharma et al., 2020). This is the very first attempt towards the meme sentiment analysis.

To analyze the sentiment of memes, the text-only approaches may not be sufficient. For example, consider the meme given in Figure 1, if the only textual content is considered, then the sentence ‘FINALLY GETS JOB INTERVIEW’ seems to have a neutral sentiment (no explicit positive words are used). However, if we also consider the visual information of meme, as shown in Figure 1, then we can say overall sentiment is positive. Hence, to analyze memes, both text and visual features have their own importance.

In this paper, we work on the SemEval-2020 Task-8 dataset to detect the sentiment of memes. But this dataset is imbalanced. Hence we extend this dataset by adding more training instances for
balancing purposes and then propose a multi-modal framework based on deep neural networks to classify the sentiment of the meme into one of the predefined classes, namely positive, negative, and neutral. We use a multi-modal framework with attention applied to both image and text to find out important regions and important words. Thereafter, to combine the image and textual modality, we use a fully connected layer that tries to find the relation between textual and visual features and finally produces a combined feature vector. We evaluate the proposed approach using accuracy and Macro F1 score on the test set of the SemEval-2020 dataset. We get the macro F1 of 34.23%, and accuracy of 50.02%, respectively, which is higher than the SemEval baseline, i.e., Macro F1 of 0.21%.

The rest of the paper is organized as follows. Section 2 describes the related work. Section 3 describes the methodology for classification. Section 4 describes the data collection, annotation, and experimental setup. Section 5 describes the results and detailed error analysis. Section 6 concludes the paper and describes future research plans.

2 Related work

This section describes the works on sentiment analysis for text as well as for multi-modal content. (Murty and Allu) proposed an approach for finding the sentiment analysis on text reviews by using Long Short Term Memory. (Agarwal et al., 2011) proposed the framework to classify the sentiment of tweets into positive, negative and neutral class using prior polarity scoring, which is based on the prior polarity of words. (Li et al., 2019) proposed a sentiment-feature-enhanced deep neural network (SDNN) to detect the sentiment of text by deep neural network integrated with sentiment linguistic knowledge via attention mechanism. (Mozetič et al., 2016) proposed a framework for textual sentiment analysis using lexicon based and machine learning based approach. Sentiment is predicted from the set of sentiment-bearing words identified in the text using lexicons. (Ghiassi and Lee, 2018) proposed a set of domain transferable Twitter lexicons, obtained from tweets for the task of sentiment analysis. (Kumar and Jaiswal, 2017) proposed a model to detect the sentiment of images using Convolutional neural network. They used Flicker images dataset to train their model and Twitter images dataset for testing. (Akhtar et al., 2020) proposed a stacked ensemble model for predicting the degree of intensity for sentiment and emotion. They used multi-layer perceptron network to combine outputs of feature based models and deep learning models. (Poria et al., 2018) explored different deep-learning based architectures for multi-modal sentiment classification. They used deep convolutional neural network (CNN) to extract features from the visual and text modalities. (Jiang et al., 2020) proposed a fusion-extraction network model for multi-modal sentiment analysis. Their proposed model learned two types of representations, visual-specific textual representations and textual-specific visual representations using interactive information fusion mechanism.

Above mentioned works are either for text or multi-modal content. Meme classification has not been explored much in detail. So we proposed a framework for meme classification by utilizing text written on it and image features.

3 Methodology

This section represents our proposed methodology in detail. We develop a multi-modal neural network that learns from the two modalities, viz. textual and visual. For text modality, our model takes as input the embedding representation of each word present in the OCR extracted text. Further, we use Convolutional Neural Network (CNN) to learn textual features, and then we apply attention to the output of CNN to extract the most relevant features for classification. We use the pretrained model VGGNet to extract the visual features for image modality, and then we apply attention to the extracted features to detect important visual features for classification. Finally, both the features
are fused with the help of a fully connected layer. The overall architecture of our proposed model is shown in Figure 2.  

### 3.1 Textual features

In this section, we discuss the textual features, how they are given as input to our system, and how to apply attention to the features extracted.

#### 3.1.1 Embedding Layer

The embedding layer takes the input as a sequence of words present in the sentence. For each word \( w \) present in the sentence, a lookup matrix is created to obtain its embedding representation. Lookup matrix can be initialized using pretrained word embedding vectors (Bojanowski et al.; Pennington et al., 2014). In our work, the pre-trained vector representations provided by Glove (Pennington et al., 2014) are used. It captures syntactic and semantic relations among the words. The embedding of each word \( w \) is then given as an input to the CNN to learn the text representation. Equation 1 shows the sequence of words present in sentence where \( w_i \) is \( i \)th word present in the sentence and \( L \) is length of sentence.

\[
W_i = w_i^1, w_i^2, \ldots, w_i^j, \ldots, w_i^L
\]  

#### 3.1.2 Convolutional Neural Network (CNN)

The convolutional neural network automatically learns the features with the help of convolutional filters. Convolutional filters capture the semantic and syntactic features of a given sentence. CNN has been used in a wide variety of tasks (Rios and Kavuluru, 2015), (Kim, 2014). The CNN consists of convolutional layers. Convolutional layers are followed by non-linear layers that contain the Relu activation function, followed by the pooling layers. For our task, we use 3 convolutional layers. The three convolutional layers contain 128 filters of sizes 2, 3, and 4 each. Word embedding vectors of a sentence are given as input to CNN to learn the n-gram features. Equation 2 shows the CNN output for a sentence after convolving different size filters on the word embedding matrix of the sentence.

\[
H_i = h_i^1, h_i^2, \ldots, h_i^j, \ldots, h_i^L
\]  

Where \( H_i \) represents the final feature vector for a sentence.

#### 3.1.3 Attention for text

In NLP related tasks, some words in the sentence are more important for the task compared to the other words in the same sentence. To capture this phenomena, attention model for the text has been proven beneficial for many NLP related tasks i.e., text summarization, machine translation (Luong et al., 2015; Bahdanau et al., 2014), textual sentiment analysis (Corpora, 2000; Chen et al., 2016), etc. Attention models calculate the attention score \( \alpha^i_j \) which lies in the range of 0 and 1. Attention score is assigned to feature representation of each \( w_i^j \) i.e., \( h_i^j \) based on its importance, which is calculated as follows

\[
\alpha^i_j = \frac{e^{p^j_i}}{\sum_{j=1}^{L} e^{p^j_i}}
\]  

Where,

\[
p^j_i = \theta(Mh_i^j + b)
\]  

\( \theta \) refers to nonlinear activation function (tanh). The weight matrix \( M \) and bias \( b \) are the network parameters and \( h_i^j \) is the feature representation of word \( w_i^j \) (CNN output). \( \alpha \) is calculated for all the words in the sentence. The attended text feature vector can be calculated as a weighted sum of all the words present in a sentence, as shown in Equation 5.

\[
Z^k_i = \sum_{1 \leq j \leq L} \alpha^i_j h_i^j
\]  

Attention process for text is illustrated Figure 3.

#### 3.2 Visual Features

The image with size 224*224 is used as the input to the pre-trained model VGG-19 to extract features of the image. We use the output of com:5*4 layer of VGG-19 as the region features which consist of 196 regions, and each region is represented in 512 dimensions. Thus region features are having dimensions of (196*512). The output of VGG-19 is further passed to a dense layer that has 250 hidden
neurons. The output of this dense layer is passed to the attention layer to find out the important regions for classification.

### 3.2.1 Attention for Image

Image attention has been proven to be beneficial for many vision-related tasks (Zhou et al., 2019). We apply the attention over the image regions (output of dense layer) to find out the most important regions. Equation 6 shows the sequence of region maps for $i_{th}$ image.

$$R_i = r_i^1, r_i^2, ..., r_i^j, ..., r_i^C$$  

where, $C$ is the number of regions and each region is now represented in $D$ (250) dimension.

Attention score $\beta_i^j$ is calculated for each region, signifying the region importance. It lies in the range between 0 and 1. If a region is more important for classification, then value of $\beta_i^j$ will be more. Attention score $\beta_i^j$ is calculated as shown in Equation 7

$$\beta_i^j = \frac{exp(p_i^j)}{\sum_{j=1}^{D} exp(p_i^j)}$$  

Where,

$$p_i^j = \phi(Mr_i^j + b)$$  

The weight matrix $M$ and bias $b$ are the parameters to be learned. $\phi$ is a nonlinear activation function and we use tanh function. Finally, image features are calculated as weighted sum over all regions as shown in Equation 9.

$$U_i^k = \sum_{1 \leq j \leq L} \beta_i^j r_i^j$$  

The architecture of the attention for image is illustrated in Figure 4.

### 3.2.2 Fusion of Text and Image features

Finally, the attended image features vector and text features vector are passed to a fully connected layer containing hidden neurons. This layer tries to find out the relation between image and text features and finally combines both.

### 3.3 Output Layer

The output of dense layer, i.e., the combined feature vector of image and text is finally passed to the output layer, which contains softmax as an activation function. The output layer maps the combined feature vector to a probability score. This probability score helps to classify the tweet into one of its predefined categories.

### 4 Dataset and Experiment

In this section, we discuss about the dataset used for the experiment, data collection, data annotation, and experimental details.

#### 4.1 Dataset

We use the SemEval-2020 task 8 dataset\(^1\) for sentiment analysis of memes. This dataset contains 8877 memes annotated for 3 classes, viz., positive, negative, and neutral. The dataset is divided into 2 parts, training, and test. The distribution of the dataset is shown in Table 1.

As shown in Table 1, the data set is highly imbalanced. There are very less number of instances in

\[^{1}\text{https://competitions.codalab.org/competitions/20629}\]
the negative class. So we crawl some data to make it balanced.

4.2 Data Collection and Annotation

We collect the memes from Reddit. After data collection, we extract the text written on memes using a python library known as python-tesseract. Python-tesseract is an optical character recognition (OCR) tool for python. After extracting text with Python-tesseract, we manually verify the output to correct the wrong instances. Then we conduct manual annotations for memes. Three annotators with post-graduate level knowledge in English are employed for annotations. Annotators are asked to write the overall polarity of the tweet for 3 classes, viz., neutral, negative, and positive. Initially, to build an understanding of the class labels, we provide some tweets to the annotators with gold labels. We added the newly annotated instances for negative class to the training part of the SemEval dataset. After merging, we divide it into two parts, train and validation. The test set is the same as provided in the original SemEval dataset. We down-sample the positive class data for the balancing purpose. Class wise distribution of combined dataset is shown in Table 2. Train-dev-test distribution is shown in Table 3.²

4.3 Data Pre-processing

We perform the following steps to pre-process the text written memes.

- Convert all the characters of text into lowercase.
- Tokenize the sentence into sequence of words.
- Sentences with length less than maxlen are padded with zeros and greater than length maxlen are truncated.

4.4 Experimental Setup

We implement our model using python based keras library³. We train our system for the 50 epochs and we save the checkpoints after every epoch to find the best performing model. We set the maximum sentence length to 80. We use batch size of 16 and ReLu activation function at the hidden layers of the network. We use optimizer Adam (Kingma and Ba, 2014) to optimize the weights of the network with a learning rate of 0.001. We use the softmax activation function at the last layer and categorical cross-entropy as the loss function. To prevent overfitting (Hawkins, 2004), dropout (Srivastava et al., 2014) of rate 0.5 is used at hidden layers. To find optimal values of hyper-parameters, we use the grid search.

4.5 Baseline models

We define the following baseline models.

- Baseline 1 (Textual model): Baseline 1 uses only textual information (text written on meme) for classification. We use the textual component without attention from the architecture shown in Figure 2.
- Baseline 2 (Visual model): Baseline 2 uses only visual information for classification. We use the image component without attention from the architecture shown in Figure 2.
- Baseline 3 (Textual model with attention): Baseline 3 uses only textual information and applies attention to the output of CNN to extract the most important words for classification as shown in Figure 2.
- Baseline 4 (Visual model with attention): Baseline 4 uses only visual information by extracting region features from VGG and apply attention over the regions to find out relevant regions for classification. Architecture is shown in Figure 2.
- Baseline 5 (Visual and textual without attention): Baseline 5 uses both textual as well as visual information for classification. We apply the architecture, as shown in Figure 2 by removing the attention layer from both image and text where image and textual features

### Table 2: Class-wise distribution

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>9277</td>
<td>4109</td>
<td>2375</td>
<td>2811</td>
</tr>
</tbody>
</table>

Table 2: Class-wise distribution

### Table 3: Data statistics

<table>
<thead>
<tr>
<th>Type</th>
<th>Positive</th>
<th>Negative</th>
<th>Neutral</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>2557</td>
<td>1907</td>
<td>1875</td>
</tr>
<tr>
<td>Development</td>
<td>443</td>
<td>295</td>
<td>343</td>
</tr>
<tr>
<td>Test</td>
<td>1109</td>
<td>173</td>
<td>593</td>
</tr>
</tbody>
</table>

Table 3: Data statistics

---

²The annotated dataset is available from the authors upon request.

³https://keras.io/
<table>
<thead>
<tr>
<th>Model</th>
<th>Macro F1 Score</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Textual Model</td>
<td>31.42%</td>
<td>43.25%</td>
</tr>
<tr>
<td>Visual Model</td>
<td>32.07%</td>
<td>42.16%</td>
</tr>
<tr>
<td>Textual Model With Attention</td>
<td>33.17%</td>
<td>44.34%</td>
</tr>
<tr>
<td>Visual Model With Attention</td>
<td>33.01%</td>
<td>42.98%</td>
</tr>
<tr>
<td>Visual And Textual Without Attention</td>
<td>33.22%</td>
<td>47.72%</td>
</tr>
<tr>
<td>SemEval Baseline</td>
<td>21.76</td>
<td>-</td>
</tr>
<tr>
<td>Proposed</td>
<td>34.23%</td>
<td>50.02%</td>
</tr>
</tbody>
</table>

Table 4: Evaluation results of different modalities

are concatenated and then passed to the fully connected layer.

• Baseline 6: Baseline 6 is provided by SemEval-2020 Task 8 which utilizes textual and image features.

• Final model: Our proposed model uses textual and visual information for classification by applying attention to text as well as image. Figure 2 describes our final architecture.

5 Evaluation Results

In this section, we discuss the detailed experimental results. We use accuracy and macro F1 score to evaluate the performance of our system. Table 4 shows the performance of our proposed model and comparison to the baseline models. The textual model (Baseline 1) yields the macro F1 and accuracy of 31.42% and 43.25%, respectively. Visual model (Baseline 2) yields the macro F1 and accuracy of 32.07% and 42.16%, respectively. The model using only textual features with attention component (Baseline 3) yields the macro F1 and accuracy of 33.17% and 44.34%, respectively. The visual model with attention (i.e., Baseline 4) yields macro F1 and accuracy of 33.01% and 42.98%, respectively. Concatenation of textual and visual features (Baseline 5) without applying attention to image and textual features yields the macro F1 and accuracy of 33.22% and 47.72%, respectively. Reported macro F1 of SemEval baseline (Baseline 6) is 21.76%. Our proposed model obtains the macro F1 and accuracy of 34.23% and 50.02%, respectively. Our proposed system outperforms the other baselines, which indicates that multi-modal information actually helps to improve the effectiveness of the system. All the reported results are statistically significant as we have performed pairwise Welch’s t-test (Welch, 1947) at 5% significant level.

<table>
<thead>
<tr>
<th>Class</th>
<th>Negative</th>
<th>Neutral</th>
<th>Positive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Negative</td>
<td>17</td>
<td>43</td>
<td>113</td>
</tr>
<tr>
<td>Neutral</td>
<td>63</td>
<td>139</td>
<td>391</td>
</tr>
<tr>
<td>Positive</td>
<td>116</td>
<td>211</td>
<td>782</td>
</tr>
</tbody>
</table>

Table 5: Confusion matrix

5.1 Error Analysis

In this section, we present a detailed error analysis. Table 6 shows the example cases to establish the need for image as well textual model for sentiment classification of memes.

Column name is same as image name.

• Columns a shows the case where the textual model (Baseline 1) performs misclassification, but the visual model (Baseline 2) correctly predict the class.

• Column b shows the case where the visual model (Baseline 2) performs misclassification, but the visual model with attention model (Baseline 4) predict it correctly.

• Column c describes the case where the visual model (Baseline 2) is wrong, but the textual model (Baseline 1) performs correct classification.

• Column d shows the case where the textual model (Baseline 1) performs misclassification, but the textual model with attention (Baseline 3) performs correct classification.

• Column e shows the case when all the above-mentioned models perform misclassification, but the model which combine image and text through dense layer (Baseline 5) performs correct classification.

• Column f shows the case where all the baseline models fail, but our proposed model performs correct classification.
Table 6: Predictions of different models

<table>
<thead>
<tr>
<th>Model</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
<th>e</th>
<th>f</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual</td>
<td>Neutral</td>
<td>Positive</td>
<td>Positive</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Positive</td>
</tr>
<tr>
<td>Baseline 1</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Baseline 2</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Baseline 3</td>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
<td>Neutral</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Baseline 4</td>
<td>Neutral</td>
<td>Positive</td>
<td>Neutral</td>
<td>Positive</td>
<td>Negative</td>
<td>Neutral</td>
</tr>
<tr>
<td>Baseline 5</td>
<td>Negative</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Positive</td>
<td>Neutral</td>
<td>Neutral</td>
</tr>
<tr>
<td>Proposed</td>
<td>Neutral</td>
<td>Positive</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Neutral</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Figure 5: Qualitative analysis
<table>
<thead>
<tr>
<th>Model</th>
<th>g</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Actual Negative</td>
<td>Neutral</td>
<td>Neutral</td>
</tr>
<tr>
<td>Proposed Methodology</td>
<td>Neutral</td>
<td>Negative</td>
</tr>
</tbody>
</table>

Table 7: Qualitative error analysis of proposed model

These cases establish the effectiveness of our proposed approach. Further, we analyzed the output of our proposed model, both quantitatively and qualitatively. Confusion matrix is shown in the Table 5. It shows that the majority of negative class memes and neutral class memes got confused with positive class, and the majority of positive class memes got confused with neutral class. In Table 7, we show the cases where our proposed model performs misclassification. The column name is same as the image name. For image g, the proposed model misclassifies it to the neutral class, but the actual label is negative. A possible reason could be the presence of a happy face in the image. For image h, the predicted sentiment is negative, but the actual label is neutral. A possible reason could be the presence of a sad face in the image.

6 Conclusion

In this paper, we have proposed a multi-modal framework for meme sentiment classification by utilizing textual and visual information of memes. We use the SemEval-2020 task data and also annotated our own dataset to make this dataset balanced. We found that only textual information or only visual information is not sufficient to analyze a meme’s sentiment. Our proposed framework utilizes textual and visual features and finally fuses both the information through a fully connected layer. Our proposed framework achieved the macro F1 and accuracy of 34.23% and 50.02%, respectively. Our proposed framework increases the accuracy by 6.77% and 7.86% compared to only textual and visual features, respectively. In the future, we are planning to explore other fusion methods to incorporate textual and visual features. We would also explore contextual embeddings for the text part of meme classifications.
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