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Figure 1: The architecture of TEXTANNOTATOR.

2017) or VANNOTATOR (Spiekermann et al., 2018), for in-
stance, can operate via TEXTANNOTATOR’s API or directly
through the UIMA-DI. For this purpose, the usage of Web-
Sockets is recommended in order to utilize the methods de-
scribed in Section 4. In addition, VANNOTATOR imple-
ments an interface for virtual and augmented reality using
Unity3D and 3D glasses as well as ARCore from Google to
annotate multimodal elements by means of TEXTANNO-
TATOR. Through VANNOTATOR and tools currently under
development, TEXTANNOTATOR is able to meet require-
ment (d). In addition, the WebSocket allows the simulta-
neous and joint annotation of the same documents and an-
notation views. This addresses Requirement (f) and allows
annotators to work with TEXTANNOTATOR platform inde-
pendent (Requirement (d)) on complex annotation tasks by
simultaneously supporting each other. Requirement (f) has
to be considered differently depending on the project task
and does not make sense in every situation. This becomes
particularly clear when, for later analyses such as the cal-
culation of an IAA value, a distinction has to be made be-
tween which annotator performed which annotation. How
this is implemented in TEXTANNOTATOR is described in
Section 4 and 5. This will finally relate to the fulfillment of
Requirement (e) by TEXTANNOTATOR.
In addition to the backend of TEXTANNOTATOR, which
is used for the distribution, storage and execution of an-
notations, the frontend of TEXTANNOTATOR provides the
native interface to the user (Abrami et al., 2019). Imple-
mented in ExtJS3 – a framework for JavaScript – this inter-
face gives access to TEXTANNOTATOR’s backend and pro-
vides, implemented with d3.js4, visualizations of annota-
tions and even allows to annotate these visualizations. This
is illustrated in the figures 3 and 4, where the visualisation
of annotations can be added or modified.

3https://www.sencha.com/products/extjs/
4https://d3js.org/
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Figure 2: The annotation capabilities of TEXTANNOTA-
TOR.

There are currently seven tools that deal with different an-
notation tasks (Figure 2). With the help of this tool palette
TEXTANNOTATOR fulfills the requirement (c), since sev-
eral complex annotations can be performed with graphical
support. As the tools TimeAnnotator, ArgumentAnnotator,
KnowledgeBaseLinker (Abrami et al., 2019), TreeAnnota-
tor (Helfrich et al., 2018), have already been described
elsewhere, we only add descriptions of QuickAnnotator,
TimeAnnotator and KnowledgeBaseLinker.

QuickAnnotator
Using QuickAnnotator (Abrami et al., 2019) annotators can
quickly perform the same or different annotations on tokens
by drag and drop as well as through clicking. This includes
the possibility to annotate or de-annotate named entities and
to merge single tokens into multi-word expressions. The
merging of tokens can be cascaded, enabling nested anno-
tations; at the same time, multi-word expressions can be
mapped to multiple named entities.

https://www.sencha.com/products/extjs/
https://d3js.org/
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Figure 3 illustrates a snapshot of an annotation process
of the BIOfid5 project which uses QuickAnnotator. This
project (Koch et al., 2017; Driller et al., 2018) on histor-
ical biological literature includes many machine learning
tasks to identify biological species that require the gener-
ation of training data and the correction of automatic an-
notations. In addition, BIOfid’s longer-term goal is to ex-
tract and make available data from historical texts from the
field of biology that can be used to investigate processes of
climate change over long periods of time. To be flexible,
all selectable visual components of QuickAnnotator are dy-
namically customizable, but currently not configurable via
a separate graphical user interface.

Figure 3: A snapshot of QuickAnnotator: The tokens of the
input text are presented as interactive elements; on the right
side one sees the classes to be annotated.

TimeAnnotator
TimeAnnotator enables the annotation of temporal struc-
tures in texts. The underlying annotation scheme (Mani
and Pustejovsky, 2004) allows the annotation of a tempo-
ral structure as a relative sequence of events described in
the input text and represented as a tree. To complement
this, we additionally apply the approach of Stede (2007) so
that points in time can also be annotated. In other words,
each annotated node in a time tree managed by TimeAnno-
tator has the ability to receive temporal annotations in the
form of concrete timestamps, time spans or relational ex-
pressions (Abrami et al., 2019).

KnowledgeBaseLinker
TEXTANNOTATOR provides an annotation component
for annotating named entities, the so-called Knowledge-
BaseLinker (KBL). The visualization of annotations by
KBL is inspired by BABELFY6. However, KBL supports
the integration and linking of a wide range of knowledge
databases based on configurations managed by TEXTAN-
NOTATOR.
Designed to expand on existing tools, KBL combines al-
ready implemented NLP tools from TEXTIMAGER with an
easy to use graphical interface. Each token is automatically
represented by an annotation box, which holds references
and quick overviews for each linked ontology, including
images, hyperlinks and short descriptions (see Fig. 4). Cur-
rently, Wikidata, Wikipedia, Wiktionary, Geonames7, the

5https://www.biofid.de/en/
6http://babelfy.org
7http://www.geonames.org/

German National Library8, GermaNet and Babelfy (Moro
et al., 2014) as well as ontologies from die BIOfid project
are accessible and can quickly be searched within TEX-
TANNOTATOR. For a more fine-grained NE detection,
we developed the TTLAB NAMED ENTITY TYPE sys-
tem, which distinguishes 15 different NE types and 90 sub-
types (see Nagel (2008), Debus (2012), Kamianets (2000),
Brendler (2004), Vasil’eva (2011), Wiktionary, Urban Dic-
tionary9 and the ICOS List of Key Onomastic Terms10).

4. Authoring Annotations
All annotations are created using TEXTANNOTATOR’s API
and each annotation is connected with an active user who
has the permission to modify the documents accordingly.
These annotations are stored in a UIMA document which
is stored in a database managed by UIMA-DI. However,
UIMA documents have their own internal structures and in
this context only the views are of interest. Regarding text
documents, each UIMA document contains the text to be
annotated and the set of all annotations in that text. Each
annotation is assigned to a view, which provides a logical
view of the document. In line with UIMA, TEXTANNOTA-
TOR implements this approach and therefore stores annota-
tions within views.
TEXTANNOTATOR distinguishes between so-called User-
Views and AnnotationViews: a separate UserView is created
for each user who annotates a document. All UserViews
are owned by certain users, meaning that these views are
managed by the AUTHORITYMANAGER. With the help of
UserViews every user is enabled to annotate in her or his
area, which does not only protect their annotations but also
enables the distributed annotation of documents. In con-
trast to this, AnnotationViews are created independently of
the user and managed as separate resources by RESOURCE-
MANAGER. This allows arbitrary document views to be
created and shared based on user and group permissions.
New views can be derived from existing views by copying
their contents (see Fig. 5). Thus, documents can be anno-
tated according to different schemata, in different projects
or contexts at the same time; a new view can be created
for each topic-specific project. In addition, annotators can
annotate not only the same documents in different views,
but also the same documents in the same views simultane-
ously. Because of TEXTANNOTATOR’s functionality, this
simultaneous annotation of identical views is platform in-
dependent. All this is performed by means of the TA’s Web-
Socket; Figure 6 gives a visual depiction thereof.
Due to the simultaneity of annotations by different anno-
tators, the question of the authorship of individual anno-
tations arises. This task can also be solved with UIMA:
UIMA has not a concept of authorship, so that we go the
way of implicitly annotating this information. In addition
to the TSD’s assigned to the project or task, TEXTAN-
NOTATOR therefore stores annotations to identify their au-
thors. This implicit annotation is defined in UIMA as a
TSD, so that it can be exchanged platform-independently;

8http://www.dnb.de
9www.urbandictionary.com, accessed 2019-11-26

10https://tinyurl.com/sq4cpbc, accessed 2019-11-
26

https://www.biofid.de/en/
http://babelfy.org
http://www.geonames.org/
http://www.dnb.de
www.urbandictionary.com
https://tinyurl.com/sq4cpbc
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Figure 4: The selected text (left) “With the effort to treat and cultivate our meadows and pastures as pure grass cultures,
disregarding their natural characteristics, the concept of weeds has found harmony in grassland farming.” (Translated from:
“Mit dem Bestreben, unsere Wiesen und Weiden unter Mißachtung ihrer natürlichen Eigenarten als reine Graskulturen zu
behandeln und zu bewirtschaften, hat in der Grünlandwirtschaft der Begriff des Unkrautes Einklang gefunden.”) is graph-
ically displayed in the AnnotationPanel (right), which is extracted from the BIOfid Project. Through the pre-processing
of TEXTIMAGER, already recognized named entities are directly linked and visualized with their identified knowledge re-
sources. Furthermore, a query can be executed in the connected knowledge databases for each token, which is then linked.
A correction of existing automatic recognition is also possible. In addition, all tokens connected by a relation in Wiki-
data are visualized with an arc and the corresponding relation name is displayed. In this example, the “subclass” relation
between meadow and pasture is visualized.

one therefore speaks of so-called Fingerprints. The Fin-
gerprint specifies for each annotation which user executed
it at which time (timestamp). In this way, annotations can
be differentiated down to the token level in terms of author-
ship and time.

5. Inter-Annotator-Agreement
When creating annotated corpora for NLP tasks, the anno-
tation quality is a key concern. This is especially important
when multiple annotators are involved in the corpus cre-
ation. In order to control the quality of the annotated data,
all documents should be annotated at least by two anno-
tators and these annotations should then be compared. To
this end, one can employ inter-annotator agreement (IAA)
methods. In this section, we will present the IAA methods
implemented for TEXTANNOTATOR.
As mentioned in Section 4, TEXTANNOTATOR creates a
single view for each annotator on a given document. These
user views are the base for our IAA implementation. We
use the DKPro Agreement module (Meyer et al., 2014) to
compute IAA scores. This module distinguishes two dif-
ferent data models for annotations: coding studies and uni-
tizing studies. Coding studies contain annotations on a set
of items with fixed boundaries, such as entire documents or
tokens, whereas in unitizing studies annotations are created
as spans over a continuum of units. Our implementation
contains UIMA analysis engines for both kinds of studies,
which allow for:

• the selection of views to be compared,

• filtering of non-human made annotations,

• the selection of any applicable agreement measure and

• the integration of the agreement scores into the CAS
structure.

DKPro Agreement (Meyer et al., 2014) implements a total
of ten different agreement measures. As the purpose of the
IAA in our context is to enable reviewing the annotation
process, we only select measures that can give a score for
each category, as opposed to an overall score. Thus, five
measures remain (see Table 2). Note that all but Cohen’s κ
(1960) support any number of annotators.
The annotation categories to be included in the agreement
calculation can be selected interactively in TEXTANNOTA-
TOR (see Figure 5). Programmatically, this is done by pass-
ing a set of qualified category class or super-class names
from any given TSD to the analysis engines, for both white-
and blacklisting. The scores can be computed on-demand
or on-change and are displayed in the annotation view
overview (see Figure 7). AUTHORITYMANAGER can be
used to restrict access to the IAA results. The UIMA IAA
module is available on GitHub11.

11https://github.com/texttechnologylab/
UIMA-Agreement

https://github.com/texttechnologylab/UIMA-Agreement
https://github.com/texttechnologylab/UIMA-Agreement


897

Figure 5: After opening a document in the TEXTANNO-
TATOR, the user is offered all available annotation views
(left list). These annotation views are visualized in a three-
column table: (1) Name of the annotation view, (2) IAA
and (3) operations. While (1) is self-explanatory, (2) is
a selection option for the later calculation of IAA values.
The last column (3) allows duplication, removal and ad-
justment of user access permissions. The right side of the
panel shows, for the later IAA calculation, the available an-
notation classes according to the TSD available in the TEX-
TANNOTATOR. After selecting the required views (left) and
related classes (right), the IAA value of the document is au-
tomatically calculated in real time in the context of the se-
lection. The calculated IAA value is displayed in the lower
part of the right panel. In addition, to display and calculate
the IAA value, suitable access permissions to the document
must be available. This prevents annotators from viewing
the current IAA value during annotations in order to align
each other.

Agreement Measure Type Raters
Cohen’s κ (1960) coding 2
Percentage agreement coding ≥ 2
Fleiss’s κ (1971) [multi-π] coding ≥ 2
Krippendorff’s α (1980) coding ≥ 2
Krippendorff’s αu (1995) unitizing ≥ 2

Table 2: The subset of DKPro inter-annotator agreement
measures implemented for the TEXTANNOTATOR API.

6. Evaluation
To evaluate TEXTANNOTATOR, the Usability Metric for
User Experience (UMUX) (Finstad, 2010) test was per-
formed with 15 participants as part of a teaching course.
During the development of TEXTANNOTATOR, this evalu-
ation was the first to be executed and the task consisted of
annotating two texts each with TimeAnnotator and Knowl-
edgeBaseLinker. All participants had the same prior knowl-
edge of the annotation subject and were equally unfamiliar
with the subject matter. For the annotation corpus, texts
from the BIOfid project were selected, whereby an IAA
value was not calculated, since the focus was not on the
agreement of the annotations itself, instead it was on the
ubiquity. The following questions were answered after the
annotation with a scale of 1-7, where 7 means complete
consent:

1. The annotation tool’s capabilities meet my require-
ments.

2. Using the annotation tool is a frustrating experience.
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Figure 6: Simplified representation of the selecting pro-
cess for AnnotationViews. After successful authentication
of a user and the following list of all available documents,
the user selects a document. The selected (UIMA) docu-
ment is then browsed for AnnotationViews by RESOURCE-
MANAGER and its access permissions are validated w.r.t.
the user. As a result, the available AnnotationViews are re-
turned and presented so that the user can select the input
view for one of the annotation tools (see Figure 2).

3. The annotation tool is easy to use.

4. I have to spend too much time correcting things with
the annotation tool.

At first glance, the evaluation results do not look over-
whelmingly good (Figure 8). But this is deceptive, espe-
cially if one looks at question one and considers the other
questions in the context of the annotation task. The major-
ity of the probands were able to perform the tasks with the
annotation tool (Question 1). On the other hand, questions
2-4 suggest something out of the ordinary that made using
TEXTANNOTATOR to be a frustrating experience: This can
be traced back to the premise that the probands were sup-
posed to complete the evaluation within a defined period of
time. However, as the evaluation period increasingly came
to an end without the necessary practice, the non-short texts
could only be completed under a pressure factor. Regard-
less of how intuitively a tool is designed, if the underlying
semantics (Stede, 2007) must be understood, as in the case
of the TimeAnnotator, annotating is much more complex.
The annotation with the KBL, on the other hand, was less
time-consuming because only named entities had to be cor-
rected in knowledge resources. However, since there was
no distinction between the two tools in the study, no fur-
ther conclusions can be drawn here. In summary, it can



898

Figure 7: After selecting the views and annotation classes
(see Figure 5) the IAA can be calculated and displayed as
seen in this image. The first column shows the annotation
class, the second how often it appears across all selected
views and the third one holds the agreement score. In this
particular case, the list is sorted by descending agreement
score and each row is given a color depending on this score
for a quick overview. Typically, a value of 0.8 (green)
is considered reliable for most tasks (Krippendorff, 1980;
Krippendorff, 2018).

be stated that the annotation task could be solved by the
probands, but the usability – with regard to the evaluation
environment – suffered to some degree. In addition, how-
ever, this shows that the development of an annotation tool
in general should be more closely linked to the community
and potential users, since usability and acceptance reflect
the most important factor in the reuse of a tool. For this
reason, these results will of course be incorporated into the
next development milestones, which will be presented in
the next section.

7. Future Work
TEXTANNOTATOR will be further developed regarding var-
ious aspects: first of all, the feature to select and annotate
discontinuous text segments will be extended. For all visu-
alizations provided by TEXTANNOTATOR, a LATEX (TiKZ)
export will be provided to obtain customizable LATEX source
files as well as high-quality vector graphics, thereby fol-
lowing the example of TreeAnnotator. In addition, TEX-
TANNOTATOR will implement a generic active learning unit
(Fang et al., 2017) that supports the annotators. An impor-
tant issue in this respect is the easy inclusion of annotation
schemes: currently, new annotation schemes can only be
applied by creating new TSDs, which requires a restart of
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Figure 8: The results of the UMUX test with 15 partici-
pants.

the underlying database. To avoid this and ensure greater
flexibility, it should be possible within TEXTANNOTATOR
to use schemes based on individual or groups of users with-
out defining them as individual TSDs. UIMA-based ap-
proaches (c.f. Verspoor et al. (2009), Roeder et al. (2010),
Rak and Ananiadou (2013)) for this purpose should be eval-
uated, extended and applied as required.
For the integration of the community the current version of
TEXTANNOTATOR will be available via GitHub12. TEX-
TANNOTATOR will be published under the AGPL v3 license
and can then be used and supplemented by the community,
e.g. with their own visualizations. In addition, further eval-
uations are planned in various scenarios.

8. Conclusion
In this paper, we presented the current development state
of TEXTANNOTATOR as a browser-based and collaborative
text annotation tool that performs various linguistic annota-
tion tasks within the same framework. By the multitude of
annotation tools existing at the present time and referring to
their functional heterogeneity, requirements have been de-
fined which should be applied to annotation tools in terms
of content and technology. Due to the state of the art (back-
end, frontent, external tools), the linking of multi-level an-
notations, the collaborative user interface and the connec-
tion to external knowledge resources, etc., we feel confi-
dent that TEXTANNOTATOR is currently one of the most
advanced annotation tools.
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