










Appendix B: Attention-level Results of NLI Task
Antonymy Evaluation
For this analysis, we took a representative adversarial example where a word in the sentence was replaced by its antonym.
The model is asked to decide if there is a contradiction, neutral, or entailment relationship between them. We expect the
model to connect the attention between the replaced words to predict the correct answer. Assume the following pair of
sentences:
I saw that daylight was coming, and heard the people sleeping up.
I saw that daylight was coming, and heard the people waking up.

In this representative example for testing antonyms, we computed the attentions produced by XLNet, RoBERTa, and BERT.
We checked the layers and heads where a clear attention pattern was present between the word and its antonym, as shown
in Figures 7 - 9. Within this particular case, for XLNet, we saw that only 2.86% of the total attention heads and layers had
this pattern. For RoBERTa, this number was 2.60%, and for BERT 1.56%. On the other hand, for all models, most of the
attention was paid to separators and all words from the reference sentence without distinction (Figure 10).

Figure 7: XLNet antonym test Figure 8: RoBERTa antonym test Figure 9: BERT antonym test Figure 10: Failed antonym test

Numerical Reasoning Evaluation
For samples of numerical reasoning for NLI, the expectation is that the model should pay attention to words like ”more”
or ”less” to check if there is a change in numerical references. Assume the following pair of sentences:
The next day Bob took the test and with this grade, included the new average, was more than 48.
The next day Bob took the test and with this grade, included the new average, was 78.

Nevertheless, for this testing example, the premise includes ”more than 48” and the hypothesis replaces this last part
by ”78”, but all the models (XLNet, RoBERTa and BERT) incorrectly predicted ”contradiction”. We observed that the
expected pattern (shown in Figures 11- 13) is a very infrequent pattern for all models (for XLNet it appeared in 5.20% of
the cases, for RoBERTa in only 4.42% and for BERT this percentage was 1.30%). For other cases, they focused on sentence
separators (as shown in Fig 14).

Figure 11: XLNet numerical test Figure 12: RoBERTa numer. test Figure 13: BERT numerical test Figure 14: Failed numerical test
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Appendix C: Attention-level Results of QA Task
QA task attention-level evaluation
For the QA task, we manually inspected failure cases to see the amount of attention the model paid to the introduced
adversaries versus to the correct answer. Here we show one representative example of a ”what” question:
Question: What company took over Edison Machine works?.
Answer: General Electric.
Adversary: Stark Industries took over Calpine Device Well.

In this particular example, with the question ”What company took over Edison Machine works?”, the correct answer was
”General Electric”, and the artificially introduced adversary was ”Stark Industries”, appended at the end of the context of
the original sample.
All models fell into the same trap. It can be seen in Figures 15- 17 that they paid attention to the wrong answer. In this case,
this pattern appeared in 52% of the layer-heads of XLNet, 60% in the case of RoBERTa, and 30% on BERT. Nevertheless,
while checking the level of certainty of each model in the predicted wrong answer for this example, XLNet had a 43.3%
certainty probability, 75.5 % BERT, and the most mistaken was RoBERTa with a 99.9% certainty probability for predicting
the wrong answer (which is consistent with the sharpness of attention in Figure 16). This behavior provides evidence that
the three models behave slightly different and that increased accuracy in the main task (before adversarial evaluation) is no
direct indicator of increased robustness in all cases, but only in the average case.

Figure 15: XLNet SQuAD Figure 16: RoBERTa SQuAD Figure 17: BERT SQuAD


