




3. The Setting of Public Voice Assistant
Interaction Recordings

Figure 1: Picture of the 2019 exhibition at the MS Wis-
senschaft featuring AI topics (Copyright: Ilja Hendel/WiD).

The recording of these public and unconstrained voice as-
sistant interactions took place during the science exhibition
of the “MS Wissenschaft” from May until October 2019.
The “MS Wissenschaft” is a yearly touring exhibition with
a distinct topic, The topic of 2019 was artificial intelligence
(AI)1. 27 different exibits all of them related to artificial
intelligence could be visited on the ship. The exhibition is
placed onto a ship which travels through different cities in
Germany and Austria. In total 31 cities were visited, at each
station the ships stays for 3 to 5 days. The exhibition is pri-
marily aimed at school classes but also at interested adults,
see Fig. 1. It is supported by various event formats (lectures,
meet the scientists, film screenings and panel discussions)
to attract visitors. More than 85 000 people with more than
500 classes visited MS Wissenschaft.

Figure 2: Picture of the exhibit used to record interactions
with modern voice assistants.

One of the exhibits was developed by us and used to show
the lacking functionality of today’s intelligent voice assis-
tants for a specific task. Simultaneously, this exhibit was
used to record the interaction data. Fig. 2 shows the utilized
exhibit. The story of the exhibit was to use modern voice
assistants as joker within a knowledge quiz. Visitors had

1Visit https://ms-wissenschaft.de/ for more information about
this science exhibition.

to answer random questions presented on a screen, previ-
ously the visitor could set the difficulty level (child, teenager,
adult). Possible answers were given and the visitor could
use the voice assistant to get the correct answer. Thereby,
the questions were designed in such a way that Alexa is not
able to give the answer directly. Thus, the visitor has to ask
for partial steps or reformulate the question. Furthermore, a
time constraint of 30 sec is used, which can be extended by
the visitor after expiration. In case of inactivity, the actual
question is exited and the start screen is shown so that the
next visitor can interact with the exhibit. To increase the
attention and enable group interactions, the output of the
voice assistant is played back via loud speakers. The inter-
action presented on the screen and the interaction conduced
with Alexa were not connected to each other, so that the
visitors had to give the details about the question to Alexa.
The exhibit was accompanied with explanations stating that
actual voice assistants has a lack of functionality in helping
users in answering questions. We assume that due to the
exhibition character and the gamification character the visi-
tors shyness to interact with a voice assistant was reduced,In
addition, the exhibition explicitly invited visitors to try and
play around with the exhibits, by which it was hoped to get
a lot of interaction data.
This exhibit used an unmodified version of the Amazon
Echo Input. It was denied to use a specially designed skill,
as the exhibit should be used without instructions or supervi-
sion. For the recording the Amazon Echo Input was directly
used. Therefore only the human input is available as audio
record. The output of the voice assistant is just available as
transcription. The data-collection is not finished yet, as the
use of the exhibit at further events is already planned.

4. Dataset overview

Duration 39.9h
# Utterances 32 758 (37 563)
# Sessions 7 144
Language German
Annotation transcriptions, topics

Table 1: Key characteristics of the VACW dataset.

The exhibition lasted 126 days and comprises a total of
37 563 items, from which are 32 758 device directed ut-
terances with a total duration of about 40h. The remaining
number of items are failures in the activation of Alexa, either
due to background noise (11,49%) or phonetically similar
words (3,18%). The recording had with full approval of the
data security officer of the University.
For each speech utterance the logging data is stored, as
well. This data included the timestamp of the interaction
and the transcription of the user query (the way it was tran-
scribed/understood by Alexa) as well as Alexa’s response,
if applicable. The duration of each utterance was 5.21 sec
on average, with a minimum duration of 0.1 sec and a maxi-
mum duration of 31.2 sec. Further details about the dataset
can be found in Table 1.
In order to preserve the anonymity of the visitors and do
not raise the awareness of being part of a research study, it
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was not asked for additional information such as age, gender
or other sociodemographic data (personality, experience
with technical systems). But, based on the time-stamps of
the interactions the visited cities were identified, to allow
analyses of regional differences.
Similarly to (Lopatovska and Oropeza, 2018), an interaction
is definded as a single utterance from a visitor and if avail-
able the corresponding response from Alexa. In the same
manner a session is defined as an ongoing conversation with
Alexa, which is characterized by the fact that there is only a
small time-span between consecutive user requests. A sta-
tistical content analysis of the interactions and timestamps
was used to determine the number of sessions and interac-
tions with Alexa. Furthermore the transcripts are used to
determine the topics of the interactions.
To give an overview which types of interactions are present
in the dataset, the following topics as an adaptation of the
ones used in (Lopatovska and Oropeza, 2018): were defined
quiz-related questions and other factual questions, Alexa fea-
tures, movie/tv, music, weather, time/date, playing around,
salutations, games, recommendations, and inappropriate
see Table 2 for examples and percentage distribution. Due
to the design of the exhibit, it was expected that most of
the requests are related to the presented quiz. But visitors
also asked questions not related to the quiz, e.q. “Who
are Romulus and Remus?”. Similarly to (Lopatovska and
Oropeza, 2018), Alexa features and time/date related re-
quests are occurring quite often. The topics salutations,
games, movie/tv, and recommendations are uttered compa-
rable seldom, whereas inappropriate request (swear words,
insults) are occurring quite often, this even includes a few
racist expressions.

Topics Frequency
Quiz-Questions 41.3%
Other-Questions 10.1%
Alexa features 16.0%
Time/Date 7.4%
Music 5.6%
Playing around 3.2%
Weather 1.4%
Inappropriate 1.4%
Saluations 0.8%
Games 0.4%
Movie/TV 0.2%
Recommendations 0.1%
Other 12.1%

Table 2: Types of visitor interactions with Alexa during the
exhibition, with examples and frequency.

The Alexa features are mostly related to volume changes
(“louder”), stop commands (“stop”) or questions to Alexa
(“How old are you”). The topic time/date contains mostly
utterances asking for the actual time (“What time is it?”) or
date (“What day are we having today?”). Requests related
to music are mostly requests to play a specific song, songs
from an artist, or start a radio station. The category playing
around mostly covers request to tell a joke, fill the shopping
list, or set reminders. Requests related to weather all asked
for the actual weather, temperature at a specific place, mostly

the actual place of the exhibition, sometimes for other (pop-
ular) cities. For salutations, mostly the request is initiated
with a “Hello”, sometimes a “Goodbye” is used. A few visi-
tors also explained why he/she has to leave: “We have to go
home now we still want to have a barbecue”2. In games, vis-
itors asked to play a specific game or asked for information
about game consoles. The topic movie/tv is characterized
by request to open youtube, or films with a specific actor.
Recommendations contains requests about actual festivals
and events at a specific place. The large amount of request
summarized as other either contain requests that would fit to
multiple topics, as the request contains several statements in
once (35%), just contain the activation word “Alexa” (30%),
are general one-word requests (20%), or the topic could not
be identified, due to transcription errors (15%).
To roughly estimate the number of sessions (ongoing inter-
actions with Alexa), the timestamps of the requests were
used. A threshold of 30 sec was defined as boundary be-
tween different sessions. This boundary was determined
on the basis of previous interaction experiment with Alexa
where the maximum length of a system answer was 24 sec
and the maximum delay between consecutive requests was
less then 15 sec (Siegert et al., 2018). Using this threshold,
7 144 sessions could be identified within the VACW dataset.
It has to be noted that these sessions contain both single-user
HCI as well has multi-party HCI, as the system output was
played back via loudspeakers and thus groups of visitors are
implicitly encouraged to talk to Alexa.
Other important observations made, are the sometimes used
politeness terms (“thanks”, please“), as well as the mention
of other voice assistants, either as activation word (”Hey
Siri Alexa“) or in connection with a question (”Do you
know Cortana? “) or a remark (”Siri is better than you“),
sometimes the term google is used to initiate a web search
(”Alexa google the age of XY“). The also possible alterna-
tives ”echo“ (6 times) and ”computer“ (0 times) to activate
Alexa are used by just a few visitors. Table 3 indicates the
usage distribution of different activation words.

Activation word Occurrences
Alexa 8 732
Alexa (multiple times) 314
Hey Alexa 16
Hi Alexa 1
Hey Siri 3
Hey Google 3
Google 1

Table 3: Distributions of different ”activation“ words. As
Alexa sometimes allow to utter follow-up requests, not all
utterances need an activation word and therefore this number
is smaller than the total number of utterances.

While previous findings have already been described in other
papers (Porcheron et al., 2018; Bernstein, 2016), VACW also
allows two further observations. Some visitors – presumably
as a joke – asked if Alexa liked them, wanted to be his/her
friend, or if Alexa would merry them (50 occurrences). A

2Original sentences are in German, translation is done by the
author.
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further observation is that a few visitors expressed their ”fear
for surveillance“ asking Alexa if they records them ”even
if it is switched off“ or if ”the data is send to a intelligence
service“ (40 occurrences). Furthermore, the presence of
the voice assistant’s responses allows to analyze which user
requests were successfully answered, which made problems
and especially which strategies the user used to continue
the dialog, if the problem could be solved or if the user
resigns. This issue has not been analysed, yet. But the data
contains around 15% of user requests that are either not
answered or answered with a general message that Alexa
did not understand the request. This shows that this data
contain valuable aspects to analyze this issue further.

5. Conclusion and Outlook
In this paper, a new dataset on natural single- and multi-user
HCI recorded in an public environment is presented. The
focus of this dataset is on unconstrained interactions with
a commercial voice assistant system. The recordings are
pursued during a science exhibition lasting over 126 days.
In future it is planned to use this exhibit in other science
exhibitions to even collect further interactions.
As the participants were not directly aware of the record-
ing and the interaction was gamified, a wide range of in-
teractions could be observed. First insights of the various
occurring topics as well as specific highlights (richness in
activation words, surveillance related questions, or marriage
requests) have been highlighted. Also the availability of
Alexa’s responses offers many possibilities to investigate the
HCI strategies. Furthermore, as the visitors’ audio stream
was recorded as well, various acoustic characteristics can
be provided for further analyses. The presented dataset is
one of the very few datasets providing a huge number of
utterances (30k) allowing a broad and comprehensive analy-
sis of interactions with voice assistants. Some examples for
analyses are the reasons why politeness terms are used, the
difference between single and group interactions, regional
differences in the usage of voice assistants, and the strategies
in formulating requests.

6. Availablility
The Voice Assistant Conversations in the wild (VACW) is
available for collaborative research related to interactive
dialog systems including data management (information
extraction and retrieval, dialog design, and speech transcrip-
tion), conversational user interfaces (acceptance, natural
language processing, user groups), assistive technologies
upon request.
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