










Figure 6: Force-aligned transcript is then processed for synchronized video caption (exported to WebVTT format) as well
as for named entity visualization (using dispalyCy). Results are shown in a standalone web application.

the MMIF visualization application.

3.4. MMIF: Synchronized Captions for Web
Video Player

Forced alignment annotations allow an existing transcript to
be time-aligned to the audio stream. The time aligned anno-
tations can be stored in the view of an MMIF then exported
to a standard WebVTT 10 file which can be used to provide
synchronized captions to a video displayed on a web page
using HTML5 <video> and <track> tags. MMIF facil-
itates the generation of time-aligned transcripts by provid-
ing a shared vocabulary for chaining tools into a workflow.
The performance of existing forced alignment tools such as
the Gentle forced aligner (Ochshorn and Hawkins, 2015)
and the Montreal forced aligner (McAuliffe et al., 2017) de-
clines with audio that contain non-speech segments. In the
American Archive of Public Broadcasting (AAPB), news
broadcasts often contain segments of music or commer-
cials. In order to apply forced alignment tools to these types
of media, it is necessary to filter out any significant portions
of non-speech audio. The CLAMS platform enables filter-
ing non-speech segments of video with various tools such
as SMPTE Bar segment identification. A segment of time-
aligned transcript is shown as a caption on the video in the
left panel of Figure 6.

3.5. MMIF: CVAT and VIA
Various annotation tools and formats exist for video and
image annotation. Two such tools are VIA (Dutta and Zis-
serman, 2019) and CVAT (OpenCV, 2018). These tools
provide different but overlapping functionality. CVAT pro-
vides functionality for interpolating bounding box locations
between frames. VIA provides a convenient interface for
time segment annotation. Both of these annotation tools

10https://www.w3.org/TR/webvtt1/

enable a user to annotate images or videos with labeled
bounding boxes or polygons. Additionally, CVAT supports
polyline and keypoint annotations. CVAT also allows for
pre-annotation within the platform through integration with
the OpenVino toolkit 11. Each of these annotation tools
allow a user to import existing annotations, however they
require formats specific to the tool. CVAT supports import-
ing and exporting annotations in multiple formats. VIA
supports importing annotations from a VIA project or as
a csv. MMIF can serve as a pivot between VIA, CVAT,
and other annotation tools. We can convert MMIF to the
CVAT XML v1.1 format to load annotations into the CVAT
application. From the CVAT application, annotations can
be exported to the CVAT XML 1.1 format which can then
be mapped to MMIF. Various types of pre-annotations can
be generated through the use of tools within the CLAMS
platform. One example workflow is for annotation of text
within lower thirds of a broadcast news video. First, shot
changes are detected using the wrapped pySceneDetect12

tool within CLAMS. Next, portions of the video contain-
ing ’junk frames’ such as SMPTE bars or all black frames
are identified (as shown in figure 4). These annotations can
then be exported from MMIF to the VIA project format
which is also json. By detecting shots and junk frame seg-
ments in advance, an annotator can more quickly annotate
each shot for the presence of lower thirds and transcribe the
contents of the lower thirds. Annotations can be converted
from the VIA project format to MMIF.

3.6. LIF: Collection Visualization via Kibana
The previous sections discussed visualizations that display
an individual document and its annotations. In addition to
these types of visualizations, MMIF and LIF can facilitate

11https://software.intel.com/en-us/
openvino-toolkit

12https://pyscenedetect.readthedocs.io/
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Figure 7: The Kibana Dashboard shows collection visualization as word clouds and conditional frequency distributions of
named entities and topic keywords extracted using NLP pipelines enabled by LAPPS Grid.

visualization across a collection of documents by being ex-
ported for indexing in ELK or Solr. We have created a
LAPPS workflow to extract a variety of information from
a set of scientific articles where the information extracted
included metadata (title and author), technology terms and
topics. In addition we created a component that takes the
information from the views and generates JSON documents
for ELK indexing. This component can be easily extended
to take in other types of annotations in LIF format. With the
resulting document indices, we can then generate visualiza-
tions of the data set as a collection using Kibana’s built-in
tools, and customizable JavaScript plugins, see Figure 7.

4. Conclusion and Future Directions
In this paper, we have presented an architecture for NLP-
enabled data visualization through the use of interchange
formats, in particular LIF and MMIF. We have demon-
strated that the syntactic and semantic interoperability in-
herent in both MMIF and LIF facilitates not only the in-
teroperability of multimodal analysis and annotation tools,
but also a variety of data visualizations on the annotations
created by these tools.
We are currently working on expanding capability of
MMIF to make it fully compatible with LIF. With this full
compatibility, our goal is to adopt text processing capa-
bility of LAPPS Grid platform into the CLAMS and to
promote accessibility to CL applications not only within
the CL community but also in LAM and Digital Humanity
(DH) communities by providing with easy-to-use multime-
dia analysis toolkits that can help researchers using visual
and audiovisual historical material.
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