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This extended abstract represents an abridged ver-
sion of Zhang et al. (2020a), posted on arXiv April
10, 2020 and concurrently submitted to this work-
shop. We have intentionally decided for this short
piece to reflect the state of our work at that time.
The latest updates on our project can be found
in Zhang et al. (2020b).

The Neural Covidex is a search engine that ex-
ploits the latest neural ranking architectures to pro-
vide information access to the COVID-19 Open
Research Dataset (CORD-19) curated by the Allen
Institute for AI (Wang et al., 2020). It exists as part
of a suite of tools we have developed to help do-
main experts tackle the ongoing global pandemic.
We hope that improved information access capabil-
ities to the scientific literature can inform evidence-
based decision making and insight generation.

The first version of CORD-19 was released on
March 13, 2020. Within a couple of weeks, our
team was able to build, deploy, and share with the
research community a number of open-source com-
ponents that support information access to this cor-
pus. These include: Extensions to our Anserini IR
toolkit (Yang et al., 2018) and its Pyserini Python
interface (Akkalyoncu Yilmaz et al., 2020) to sup-
port basic keyword search capabilities on the cor-
pus; PyGaggle, a new library for neural text ranking
that includes supervised ranking models based on
T5 as well as unsupervised sentence highlighting
models with BioBERT (Lee et al., 2020).

We have assembled these components into the
Neural Covidex, available online at covidex.ai;
see screenshot in Figure 1. This user interface was
developed from scratch and is itself open source.
Zhang et al. (2020a) described our initial efforts
and shared lessons we learned along the way.

Although the application of BERT to text rank-
ing is well known (Nogueira and Cho, 2019),
we decided to deploy our latest research based
on sequence-to-sequence models (Nogueira et al.,

Figure 1: Screenshot of the Neural Covidex.

2020), specifically T5 (Raffel et al., 2019). This
relevance classifier, which reranks BM25 results
from Anserini, is fed a query q and each candidate
document d in turn. The model is fine-tuned to pro-
duce either “true” or “false” depending on whether
the document is relevant or not to the query. At
inference time, we softmax the logits of the “true”
and “false” tokens, and the resulting probability of
the “true” token is used as the relevance score of d.
Candidate documents are then reranked using their
relevance scores. As there is no COVID-19 training
data, we fine-tuned our model on the MS MARCO
passage dataset (Nguyen et al., 2016), and thus our
reranker operates in a zero-shot setting.

As our work pre-dated any systematic evaluation
efforts by the community, at the time of submission
we were unable to provide any experimental results.
Since then, however, we have participated in the
TREC-COVID challenge (Voorhees et al., 2020);
partial results to date are reported in Zhang et al.
(2020b). Nevertheless, the speed at which we were
able to build and deploy the Neural Covidex is a
testament to the power of open-source software and
modern open-science norms.
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