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A Supplementary figures

A.1 Dataset Analysis

In Section 4 we presented 127 humor literature-
based features. Here we present the distribution of
two example features in funny vs. serious papers in
our dataset (described in Section 3). These exam-
ples represent the general trend, as many features
show predictive power (see Figure 2).

A.2 “In the Wild” Study Results

For the “in the wild” evaluation executed using Se-
mantic Scholar data, we used crowdsourcing anno-
tations (see Section 7). Each title was rated by five
different crowd workers on a 1-5 scale, while our
models provide binary decision. There are several
reasonable ways to aggregate these five continuous
scores to a binary decision. We choose a rule in a
data-driven manner (see “Decision rule” in Section
7). For completeness, here we show the commonly-
used aggregation method of majority. We show
here the precision at k of our five models using
the majority vote aggregation rule with a cutoff at
3 (see Figure 3). Iggy outperforms until k = 30,
where SciBERTf takes the lead afterwards.

A.3 Models’ Overlap

In Section 8.1 we discuss the importance of our
literature-based features by showing that models
who received them as input indeed found them
useful. The overlap was measured on the top 50
and top 300 papers retrieved using our five models
on the Semantic Scholar data (see Section 7 for
the full experimental setup). The overlap between
the 3 features-based models was found to be high
(see Table 7). Both BERT and SciBERT had very
low overlaps with all other models. We believe this
implies that the features were indeed important for
our SOTA based models, BERTf and SciBERTf .

A.4 SHAP Analysis

In Section 8.2 we analysed Iggy using SHAP
(Lundberg and Lee, 2017). We compute feature
importance globally (Figure 4). To understand how
Iggy errs, we examined the SHAP decision plots
for false positives and false negatives (Figure 5).
Decision plots show the contribution of each fea-
ture to the final prediction for a given title. Thus, it
can help “debugging” the model’s mistakes.

B Reproducibility

B.1 Code and Data Availability
Dataset, code, and data files can be found in our
Github repository2.

C Implementation details

C.1 Fine-Tuning GPT-2 LM
To fine-tune GPT-2 we used Huggingface’s Trans-
formers package11. We fine-tuned the model using
learning rate = 5e−5, one epoch, batch size of 4,
weight decay = 0, max gradient norm = 1 and
random seed = 42. Optimization was done using
Adam with epsilon = 1e−8. Model configurations
were set to default.

C.2 Iggy Classifier
We used a simple MLP with a single hidden layer
of 256 neurons. We trained the MLP until conver-
gence, using Adam optimizer, a learning rate of
0.001 and an L2 penalty of 2.

C.3 Fine-tuning SciBERT & BERT
To fine-tune SciBERT & BERT we used Hugging-
face’s Transformers package. We fine-tuned both
models with learning rate = 5e−5 for 3 epochs
with batch size of 32, maximal sequence length of
128 and random seed = 42. Optimization was done
using Adam with warm-up = 0.1 and weight decay
of 0.01 Model configurations were set to default.

C.4 SciBERTf & BERTf Models
As specified in Section 5, these models were con-
structed as follows (see Figure 6). Each model had
two inputs – the raw text of the title, and a vector
of our 127 features. The feature vector is fed to
an MLP with a single hidden layer of 512 neurons
and an output size of 512 neurons as well. The raw
text is fed to a frozen SciBERT /BERT model. We
collect the last hidden vector ([CLS]) from BERT
/SciBERT. Next, we concatenate this vector to the
output of the features-MLP network and pass the
result to a second MLP with a single hidden layer
of 1,024 neurons. The output of this MLP, then, is
fed to a Softmax layer, which represents the final
prediction of the model.

We train the model using a cross-entropy loss
and the same parameters that were used to train the
vanilla SciBERT /BERT model. Those parameters
are described in Appendix C.3.

11huggingface.co/transformers/

http://huggingface.co/transformers/
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Figure 2: Distribution and Gaussian fit of two representative features: one-liners 2-gram LM mean perplexity (left)
and automated readability index (right), indicating the predictive power of these features.

Figure 3: Precision at k for majority vote. Iggy outperforms until k = 30 and BERTf takes the lead afterwards.

Figure 4: Feature importance SHAP analysis done on the Iggy model. The top variables according to this plot
contribute more than the bottom ones (have high predictive power). The analysis reveals that the highest contribu-
tion corresponds to short, funny, and simple words (where simplicity was measured using features such as AoA
and readability). We also notice that features which are based on the one-liners LMs contributed much to the final
prediction, meaning that there is indeed some similarity between funny titles and short jokes.
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Iggy BERTf SciBERTf BERT
BERTf 0.56 ‖ 0.62
SciBERTf 0.26 ‖ 0.39 0.36 ‖ 0.48
BERT 0 ‖ 0 0 ‖ 0.1 0 ‖ 0.1
SciBERT 0 ‖ 0.3 0.02 ‖ 0.4 0.02 ‖ 0.2 0 ‖ 0.1

Table 7: Models’ overlap for the top rated 50 and 300 (left number in a cell corresponds to the overlap in the top
50 and right number corresponds to the 300). The overlap between the 3 features-based models was found to be
high compared with BERT and SciBERT. We believe this implies that the features were indeed important for our
SOTA based models, BERTf and SciBERTf .

(a) SHAP decision plot for the 12 false negative of Iggy from our test set. Perplexity features misled Iggy, while funniness and
joke LM ones provided informative input.

(b) SHAP decision plot for the 11 false positive of Iggy from our test set. Perplexity helped shifting the output towards the
correct label, joke LM features confused the classifier

Figure 5: SHAP decision plot for Iggy’s false negatives and positives from our test set. Decision plots show the
contribution of each feature to the final prediction for a given data point. Starting at the bottom of the plot, the
prediction line shows how the SHAP values (i.e., the feature effects) accumulate to arrive at the model’s final score
at the top of the plot. To get a better intuition, one can think of it in terms of a linear model where the sum of
effects, plus an intercept, equals the prediction.
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Figure 6: The flow of SciBERTf /BERTf . A 2-layers MLP recieves an input the concatenation of two vectors: our
features’ embedding and the last hidden vector ([CLS]) from BERT /SciBERT.


