











REFERENCE EXAMPLE AND WORD IMPORTANCE
JERE] How can | help a friend experiencing serious depression ?
JERF] How do | help a friend who is ifi Hepression ?
Duplicate (97.3% confident) nop
Correct

ASK QUESTIONS!

You can edit[F] and get model's prediction on variations of this example. Use it wisely, and try
‘to come up with edits that will best help you understand the model behavior around the instance!

}] How can | help a friend experiencing serious depression ?

QUERY RESULTS WILL BE DISPLAYED BELOW

The green color highlights new words added in [Zgk'F] , compared to FIEE] in the
Reference example above. s indicates something is deleted.

JEWEIN How can | help a friend experiencing serious depression ?

EIZET How do 1 play with a friend who is in depression ?
Non-duplicate (67.4% confident)

}] How can | help a friend experiencing serious depression ?

EEEE How do | help a friend who is in frustrated ?

LABEL THE FOLLOWING!

The green color highlights new words added in [Z3 %] , compared to [
7 inthe Reference example above. « indicates something is deleted.

[EEXE] How can | help a friend experiencing serious depression ?
How do | ask a friend who is in depression ?

(® Non-duplicate Duplicate

SEYE] How can | help a friend expetiencing serious depression ?
EEZEE] How do | help a woman whe s in depression ?
Non-duplicate (@) Duplicate

EEXE How can | help a friend experiencing serious depression ?
How do | help a friend who is in a relationship ?
Non-duplicate (®) Duplicate

SEREY How can | help a friend experiencing serious depression ?
EZZEE How do | help someone who is depressed 7
Non-duplicate (@) Duplicate

[BEXH How can | help a friend experiencing serious depression ?
How do ea friend help me who is in depression 2
Non-duplicate (®) Duplicate

P51 How can I help a friend experiencing serious depression ?

|01d
EZET How dol help a friend o7

Non-duplicate (95.1% confident) Non-duplicati
(®) Non-duplicate

Duplicate

Figure 9: A sample explanation task for 84

ing contexts determined by the dependency tree
structure (tokens that share the same parents as
the perturbed span). For example, riot read-

ing can result in templates as ne-grained as

is reading) is not readingor as sparse asPART
Meanwhile, arenot playing also translates to
+PARTor +not, but notis reading) is not reading

As such, thex and templates form a many-to-many

relationship: eacl generates multiple templates,
The extracted templates show that the model doeg,q each template covers a drent group ok.

not perform actual counting. When changin_g oNne gelect Representative TemplatesTo nd rep-
number to anothe NUN NUD]the modelonly ips  resentative changes, we prefer (1) templates that
the label in 64.7% cases, while we would expect.qgyer a large number of Meanwhile, to avoid
all cases to be like in Figure 10A. An inspection of 5, a, tting to one instanced.g.,extracting a tem-
instances indicates the model gets confused Wheﬁ]ate red) ADJonly because red is repeatedly
th_e premise does not contain the same number €¥erturbed in one), we prefer (2) templates that
pI|C|tIy..Indeed, when we Iter for such instances perturb various unique. We also prefer (3) ner-
(e.g. Figure 1OB),0the label ip rate (NUN NUM  grained templates, to avoid being unnecessarily
is lowered to 30.2%. _ abstract€.g.,to avoid abstracting not when it is
Further, the model only reacts somequantier  pe onlyPARThanged.)
phrase modi ers.+at leas(( at leasttwo women it these intuitions, we form the template se-
are at a bar ) will always still result ientailment  |action as a weighted set coverage problem. We
prediction,+only and+exactly ip the predicted  see the union of counterfactuals for eaciX, as
label to neutral 90% of the time (exactly two  the entire set of elements. Then, each template
women are at a bar ), but the model only changeg > 1 = ty: 2t represents a subsetXfthat con-
the prediction 52.6% of the time when we addigins a number of counterfactugls We de ne
+more than (more than two women are at a bar ). the weight asv(t) = g(t)5jtjx, wherejtjx quanti es
the unique originak covered byt, andg(t) rep-
o ~ resents the sparsity of(heuristically decreasing
Similar to Wu et al. (2020), the process of nding from text to PO$ This way, templates that are
representative perturbation patterns takes two stepgo abstract or too focused on a certaiare pe-
Extract template. For eachx, we compare nalized by having a high weight. We use a classic
it with its x, and translate the perturbed spansreedy algorithm (Vazirani, 2013) to select a subset
into templates using derent combinations of of T T, such that the aggregated coverage is
texts, lemmas, sparse and ne-grained part-ofmaximized, and the weight is minimized.
speech tags. We optionally include surround-

Figure 10: TheNLI model cannot perform the actual
counting when the exact number is missing frBm

D.2 Representative Perturbation Templates
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