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Abstract
Multilingual models have demonstrated im-
pressive cross-lingual transfer performance.
However, test sets like XNLI are monolingual
at the example level. In multilingual commu-
nities, it is common for polyglots to code-mix
when conversing with each other. Inspired by
this phenomenon, we present two strong black-
box adversarial attacks (one word-level, one
phrase-level) for multilingual models that push
their ability to handle code-mixed sentences
to the limit. The former (POLYGLOSS) uses
bilingual dictionaries to propose perturbations
and translations of the clean example for sense
disambiguation. The latter (BUMBLEBEE) di-
rectly aligns the clean example with its trans-
lations before extracting phrases as perturba-
tions. BUMBLEBEE has a success rate of
89.75% against XLM-Rlarge, bringing its av-
erage accuracy of 79.85 down to 8.18 on
XNLI. Finally, we propose an efficient adver-
sarial training scheme, Code-mixed Adversar-
ial Training (CAT), that trains in the same num-
ber of steps as the original model. Even af-
ter controlling for the extra training data intro-
duced, CAT improves model accuracy when
the model is prevented from relying on lexical
overlaps (+3.45), with a negligible drop (-0.15
points) in performance on the original XNLI
test set. t-SNE visualizations reveal that CAT
improves a model’s language agnosticity.


