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Introduction

Mental health is a formidable worldwide challenge. In economic terms, combining direct and indirect costs, the global cost of mental health conditions for 2010 was estimated at $2.5 trillion dollars and is expected to grow to $6 trillion by 2030 [Bloom et al. 2021]. In the United States, suicide is the second leading cause of death among those aged 10-34 and the fourth among those aged 35-54, and worldwide 800,000 people are lost to suicide each year [WHO 2014]. Access to professional help is inadequate – in the United States, more than 120 million people live in federally designated Mental Health Care Professional Health Professional Shortage Areas [HRSA 2021]; hence the selection “Improving Access” as this year’s workshop theme, with the aim of encouraging submissions and discussion on that subject.

The Seventh Workshop on Computational Linguistics and Clinical Psychology took place, in conjunction with NAACL’21, online on June 11, 2021, and as we wrote this introduction the tragedy of COVID-19 was still ongoing. Many people are experiencing unprecedented pressure – struggling with their health, finances, social isolation, and online work or education. In June 2020, a full 40% of adults in the U.S. reported struggles with mental health or substance abuse, with 31% reporting anxiety or depressive symptoms and 11% reporting having seriously considered suicide [Czeisler et al. 2020]. As of February 2021, those anxiety and depressive symptoms had increased to 41.5% [Vahratian et al. 2021]. Mental health experts have predicted a “tsunami” of need arising from the COVID pandemic [Inkster et al. 2021; Torjesen 2020].

CLPsych has an important role to play in bringing people together to discuss and exchange their recent work and results, with the aim of using human language as a tool to better understand emotional and mental states and reduce emotional suffering and the potential for self-harm. Since 2014, CLPsych has brought together researchers in computational linguistics and NLP, who use computational methods to better understand human language, infer meaning and intention, and predict individuals’ characteristics and potential behavior, with psychology researchers and practitioners, including participants who are focused on psychopathology and neurological health and engage directly with the needs of providers and their patients. The workshop’s distinctly interdisciplinary nature has improved the exchange of knowledge between computational linguistics and clinical psychology, fostered collaboration, and increased the visibility of mental health and psychological research as a problem domain in NLP.

The potential role of language technology, and AI more generally, in mental health is gaining increasing attention [Lee et al. 2021], leading to corresponding increases in discussion of real-world issues such as the ethics of research and deployment [Benton et al. 2017; Chancellor et al. 2019; Resnik et al. 2021]. At the same time, continued progress on NLP for mental health – indeed, for healthcare in general – is hampered by obstacles to shared, community-level access to relevant data. The 2021 CLPsych Shared Task introduced what is, to our knowledge, the first attempt to address this problem for mental health by conducting a shared task using sensitive data in a secure data enclave, bringing researchers to the data rather than sending the data out to researchers. Participating teams received access to Twitter posts donated for research using Qntfy’s OurDataHelps.org platform, including data from users with and without suicide attempts, and did all work with the dataset entirely within a secure computational environment provided by NORC at the University of Chicago. The shared task was organized by Sean MacAvaney, Anjali Mittu, and Philip Resnik, and the overview by MacAvaney, Mittu, Coppersmith, Leintz, and Resnik (2021) discusses the task, team results, and lessons learned to set the stage for future tasks on sensitive or confidential data.

In keeping with CLPsych’s traditional interdisciplinary approach, psychology researchers and practicing clinicians were included as part of our program committee along with technological experts, and our call for papers emphasized that communicating ideas and results to a mixed audience would be a very high priority. Submissions to the workshop included 28 papers, of which 6 were accepted for presentation and
12 were accepted to be presented in the poster session. The five shared task papers were also included in the program.

In addition to the submitted papers, CLPsych continued its tradition of superb invited talks and discussions. Keynote talks were delivered by Munmun De Choudhury (Georgia Tech) and Matthew Nock (Harvard), and invited talks by Glen Coppersmith (Qntfy), Carol Espy-Wilson (University of Maryland), and Lyle Ungar (University of Pennsylvania) were followed by a panel discussion that included the three invited speakers, moderated by Dr. Lorenzo Norris, Chief Wellness Officer for George Washington University Hospital and host and editor-in-chief of the MDedge Psychcast, a weekly podcast from MDedge Psychiatry.

The CLPsych organizing committee acknowledges with gratitude the efforts of the many people who helped make the workshop a success. This includes the authors and shared task participants for their insightful contributions, program committee members for their high quality, thoughtful reviews, and our keynote and invited speakers and panel moderator for their valuable insights. The committee is also grateful to Sean MacAvaney and Anjali Mittu for their tremendous efforts organizing and running the shared task, and particularly also to Glen Coppersmith of Qntfy, for his efforts collecting invaluable research data and making it available, as well as Jeff Leinert and his team at NORC at the University of Chicago, for hosting and supporting the shared task in their secure data enclave. Finally, the organizers thank the North American chapter of the Association for Computational Linguistics for making this workshop possible (with special thanks as always to Priscilla Rassmussen), Anjali Mittu for additional help making sure the workshop could run smoothly, Andrea Alessandri of 21am for his late-breaking redesign of the workshop web site, and the University of Maryland Institute for Advanced Computer Studies for its generous sponsorship.

Nazli Goharian, Philip Resnik, Andrew Yates, Molly Ireland, Kate Niederhoffer, & Rebecca Resnik
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Abstract

Recently, research on mental health conditions using public online data, including Reddit, has surged in NLP and health research but has not reported user characteristics, which are important to judge generalisability of findings. This paper shows how existing NLP methods can yield information on clinical, demographic, and identity characteristics of almost 20K Reddit users who self-report a bipolar disorder diagnosis. This population consists of slightly more feminine- than masculine-gendered mainly young or middle-aged US-based adults who often report additional mental health diagnoses, which is compared with general Reddit statistics and epidemiological studies. Additionally, this paper carefully evaluates all methods and discusses ethical issues.

1 Introduction and related work

People who experience extreme mood states that interfere with their functioning, meet the criteria for bipolar disorder (BD) according to the diagnostic manuals Diagnostic and Statistical Manual of Mental Disorders (DSM) (American Psychiatric Association, 2013) and International Classification of Diseases (ICD) (World Health Organisation, 2018). DSM and ICD operationalise extreme mood states in terms of major depressive episodes, ‘almost daily depressed mood or diminished interest in activities with additional symptoms for at least 14 days’ (World Health Organisation, 2018) and (hypo-)manic episodes, ‘a distinct period of abnormally and persistently elevated, expansive, or irritable mood and abnormally and persistently increased goal-directed activity or energy’ that lasts at least seven (four) days (American Psychiatric Association, 2013, p. 124).

DSM and ICD distinguish several BD subtypes based on the lifetime frequency and intensity of (hypo-)manic and depressed episodes. The only requirement for a diagnosis of bipolar I disorder (BD-I) is at least one lifetime manic episode, whereas bipolar II disorder (BD-II) requires at least one hypomanic and one major depressive episode (American Psychiatric Association, 2013, pp. 126, 132). Cyclothymic disorder applies to numerous periods of hypomanic and depressive symptoms during at least two years that do not meet criteria for hypomanic or major depressive episodes (American Psychiatric Association, 2013, p. 139).

Bipolar mood episodes are often recurring (Treu and Tohen, 2010; Gignac et al., 2015), so many individuals living with BD require life-long treatment (Goodwin et al., 2016) and have a heightened suicide risk (Novick et al., 2010). However, characteristics and outcomes of people meeting BD criteria are diverse, with some living well, (e.g., Warwick et al., 2019) and even functioning on a high level (Akers et al., 2019).

1.1 Online forums as research data source

Online forums have become an increasingly attractive source for research data, enabling non-reactive data collection, where researchers do not influence data creation, at large scale (Fielding et al., 2016). Natural language processing (NLP) research in this area has focused on predicting people at risk of BD (Coppersmith et al., 2014; Cohan et al., 2018; Sekulić et al., 2018). Health researchers have explored the lived experience of BD with qualitative analyses of online posts (Mandla et al., 2017; Sahota and Sankar, 2019). Unlike in clinical studies, usually little or no demographic information is available for online forum users, so it is unclear to what populations these results generalise (Ruths and Pfeffer, 2014). For example, language differences between Twitter users with self-reported Major depressive disorder (MDD) or Post-traumatic stress disorder (PTSD) correlated highly with their personality and demographic characteristics (Preotiuc-Pietro et al., 2015). So it is unclear whether these findings really indicate mental health (MH) diagnoses or other user characteristics.
1.2 The online discussion forum Reddit
Besides MH-specific platforms (Kramer et al., 2004; Vayreda and Antaki, 2009; Bauer et al., 2013; Latalova et al., 2014; Poole et al., 2015; McDonald and Woodward-Kron, 2016; Campbell and Campbell, 2019), blogs (Mandla et al., 2017), and Twitter (Coppersmith et al., 2014; Ji et al., 2015; Saravia et al., 2016; Budenz et al., 2019; Huang et al., 2019), much recent research of user-generated online content in BD has focused on the international online discussion forum Reddit. The platform Reddit is among the most visited internet sites worldwide (Alexa Internet, 2020), hosting a number of subforums (‘subreddits’) for general topics as well as interest groups. There is a vast and growing amount of BD-related content on Reddit, with more than 50K new posts per month in the four largest BD-related subreddits. Anyone can view posts without registration and the Reddit API offers free access to all historic posts. Reddit profiles do not provide any user characteristics besides the username and sign-up date in a structured format or comparable to a Twitter bio. While some surveys provide general information on Reddit users, none of the BD-specific studies looked at particular user characteristics of their sample, which is important (Amaya et al., 2019).

1.3 Research questions and contributions
The above considerations motivate our research questions: What characteristics of Reddit users who self-report a BD diagnosis can be automatically inferred from their public Reddit information and how do they compare to general Reddit users and clinical populations? What are the ethical considerations around determining users’ characteristics and ways to minimise potential negative impacts?

First, this paper estimates and discusses clinical, demographic and identity characteristics of Reddit users who self-report a BD diagnosis (see Figure 3 for a visual results summary). This has implications for future BD-focused research on Reddit and helps to contextualise previous work. Moreover, this information is relevant for clinicians who may want to recommend certain online forums to clients and to clinical researchers interested in recruiting via Reddit. Second, this work shows how simple rule-based and off-the-shelf state-of-the-art NLP methods can estimate Reddit user characteristics, and carefully discusses ethical considerations and harm-mitigating ways of doing so. These findings and discussions apply to other, also non-clinical, subgroups of Reddit users. The evaluation with manual annotations evaluates published NLP methods in an applied setting.

2 Methods
2.1 User identification
In this work, the identification of Reddit users with lived experience of BD adapts previous approaches based on self-reported diagnosis statements, e.g., ‘I was diagnosed with BD today’ (Coppersmith et al., 2015; Cohan et al., 2018; Sekulić et al., 2018). Importantly, this captures self-reported diagnoses by a professional and not self-diagnoses, which were excluded. Contrary to existing datasets of Reddit posts by people with a self-reported BD diagnosis, all posts of identified people were retained and not only those unrelated to MH concerns. This enables subsequent research on the lived experience of people with BD. All available Reddit posts (January 05 - March 19) that mentioned ‘diagnosis’ and a BD term (see below) were downloaded from Google BigQuery. User account meta-data (id, username, UTC timestamp of sign-up) for all matching posts was retrieved via the Reddit python API praw to remove posts by users who had deleted their profile after creation of the BigQuery tables. Each of the 170K posts was classified as self-reported diagnosis post after automatically removing quoted content if it met the following criteria adapted from Cohan et al. (2018) (see Table 1 for examples):

- Contains at least one condition term for BD.
- Matches at least one inclusion pattern, i.e., BD diagnosis of any type by a professional.
- Does not match any exclusion pattern, e.g., self-diagnosis.

1https://www.reddit.com/
2r/bipolar, r/BipolarReddit, r/bipolar2, r/bipolarSOs
3https://github.com/praw-dev/praw
As someone with a diagnosis*, my recent condition diagnosis*, I went to a doctor and got diagnosis*

<table>
<thead>
<tr>
<th>Component</th>
<th>Number</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inclusion patterns</td>
<td>145</td>
<td>As someone with a diagnosis*, my recent condition diagnosis*, I went to a doctor and got diagnosis*</td>
</tr>
<tr>
<td>CONDITION terms</td>
<td>92</td>
<td>Bipolar, manic depression, BD-I, BD-II, cyclothymia</td>
</tr>
<tr>
<td>DOCTOR terms</td>
<td>18</td>
<td>Doctor, pdoc, shrink</td>
</tr>
<tr>
<td>Exclusion patterns</td>
<td>74</td>
<td>Not formally diagnosis*, self diagnosis*, she’s diagnosis*</td>
</tr>
</tbody>
</table>

| Table 1: Components of patterns to identify English self-reported diagnosis statements; *: wildcard

- The distance between at least one condition term and the beginning or end of an inclusion phrase is less than the experimentally determined threshold of 55 characters.

Subsequently, all posts (id, submissions title, text, subreddit, user id, UTC timestamp of time posted) of the 21K user accounts with at least one self-reported diagnosis post were downloaded via praw. The first author checked the self-reported diagnosis statements of all accounts with more than 1.5K submissions or 200K comments or whose name included ‘bot’ or ‘auto’, removing 30 automated user accounts (bots). Finally, 960 user accounts with a self-reported psychotic disorder diagnosis were removed because this constitutes an exclusion criterion for BD (American Psychiatric Association, 2013, pp. 126, 134).

2.2 User characteristics extraction/inference

Several NLP methods were applied and compared to extract or infer clinical (MH comorbidities = diagnoses additional to BD), demographic (age, country of residence), and identity (gender) characteristics of Reddit users with a self-reported BD diagnosis. See Appendix A for more details on the age, country, and gender methods and their previously published performance. The first and third author manually annotated self-reported BD diagnoses, age, country, and gender for random included users for evaluation.

2.2.1 Mental health comorbidities

Frequencies for other self-reported MH diagnoses were obtained by matching all dataset posts against inclusion patterns for other diagnoses, in the same way as for identifying self-reported BD diagnoses. Condition terms for nine major DSM-5 and ICD-11 diagnoses were extended from Cohan et al. (2018): Anxiety disorder (Generalised/Social anxiety disorder, Panic disorder), Attention deficit hyperactivity disorder (ADHD), Borderline personality disorder (BPD), MDD, PTSD, Psychotic disorder (Schizophrenia/Schizoaffective disorder), Obsessive compulsive disorder (OCD), Autism spectrum disorder (ASD), and Eating disorder (ED).

2.2.2 Age

Two methods to recognise a user’s age relative to one of their posts were compared. An approximate date of birth was calculated from the post timestamp to then calculate the user’s age when posting for the first time and their mean age over all posts.

- **Self-reported**: Reddit users sometimes self-report their age and gender in a bracketed format, e.g. ‘I [17f] just broke up with bf [18m]’. Regular expressions extracted age and gender from such self-reports in submission titles.

- **Language use**: Tigunova’s (2019) neural network model predicts the age group of users with at least ten posts from their contents and language style. Training data for this model came from Tigunova et al. (2020) who automatically labelled Reddit users with their self-reported age (see Appendix A.1).

- **Hybrid**: The Hybrid method assigns the extracted age from the Self-reported method if available, and otherwise the predicted age from the Language use method because evaluation revealed that the Self-reported method had higher accuracy but lower coverage than the Language use method (see Section 4.2).

2.2.3 Country of residence

The only published method for Reddit user localisation to date (Harrigian, 2018) infers a user’s country of residence via a dirichlet process mixture model. It uses the distribution of words, posts per subreddit, and posts per hour of the day (timezone proxy) of a user’s up to 250 most recent comments.

https://github.com/kharrigian/smgeo
2.2.4 Binary gender

Three methods to recognise binary gender (feminine (f)/masculine (m)) leveraging different types of information were compared. All three methods pertain to a performative gender view, which posits that people understand their and others’ gender identity by certain behaviours (including language) and appearances that society stipulates for bodies of a particular sex (Larson, 2017). Non-binary gender identities were not included due to a lack of NLP methods to detect them.

- **Username**: The character-based neural network model of Wang and Jurgens (2018) predicts whether a username strongly performs f or m gender, otherwise it assigns no label.
- **Self-reported**: See Section 2.2.2.
- **Language use**: The neural network model by Tigunova et al. (2019) predicts gender for Reddit users with at least ten posts from the post texts. It was trained on data automatically labelled with self-reported gender provided by Tigunova et al. (2020) (see Appendix A.1).
- **Hybrid**: Evaluation revealed an accuracy ranking of Username > Self-reported > Language use and the inverse for coverage (Section 4.2). The Hybrid method assigns a binary gender identity in a sequential approach, disregarding possible disagreements between methods: If the Username method found the username to perform f or m gender, it takes this prediction, otherwise assumes the self-reported gender if available, and else resorts to the predictions of the Language use method.

3 Ethical considerations

At least four main ethical considerations arise for the work presented here: Concerns around (1) consent and (2) anonymity of Reddit users, around the (3) selection, category labels, and assignment of user characteristics (MH diagnoses, age, country, gender), and (4) potentially harmful uses of the presented dataset and methods. The Lancaster University Faculty of Health and Medicine research ethics committee reviewed and approved this study in May 2019 (reference number FHMREC18066).

3.1 Consent

If and how research on social media data needs to obtain informed consent is debated (Eysenbach and Till, 2001; Beninger et al., 2014; Paul and Dredze, 2017), mainly because it is not straightforward to determine if posts pertain to a public or private context. Legally, the Reddit privacy policy explicitly allows copying of user contents by third parties via the Reddit API, but it is unclear to what extent users are aware of this (Ahmed et al., 2017). In practice it is often infeasible to seek retrospective consent from hundreds or thousands of social media users. Current ethical guidelines for social media research (Benton et al., 2017; Williams et al., 2017) and practice in comparable research projects (O’Dea et al., 2015; Ahmed et al., 2017), regard it as acceptable to waive explicit consent if users’ anonymity is protected. Therefore, Reddit users in this work were not asked for consent.

3.2 Anonymity

In line with guidelines for ethical social media health research (Benton et al., 2017), this research only shares anonymised and paraphrased excerpts from posts in publications. Otherwise, it is often possible to recover usernames via a web search with the verbatim post text (see also Section 3.5).

3.3 Rationales for user characteristics

As stated in the introduction, user characteristics are important to determine about which populations research on this dataset may generalise. The NLP community increasingly expects data statements for datasets (Bender and Friedman, 2018), which include speaker age and gender specifications. As Section 4.3 shows, characteristics of Reddit users with a self-reported BD diagnosis deviate from both general Reddit user statistics and epidemiological studies, which therefore do not constitute useful proxies. Relying entirely on self-reported information introduces selection biases because not all user groups may be equally inclined to explicitly share certain characteristics. This motivates using statistical methods to infer Reddit users’ age, country, and gender here.

The user characteristics comorbid MH issues, age, country, and gender were chosen because they impact peoples’ lived experience in BD as discussed in the following. This work identifies users with a self-reported BD diagnosis because collecting posts from BD-specific subreddits does not suffice as carers and people who are unsure if...
they meet diagnostic criteria also post there. Other self-reported MH diagnoses were extracted because people with BD diagnoses frequently experience additional MH issues (Merikangas et al., 2011). Self-reported diagnoses capture only users who explicitly and publicly share their diagnosis. This research does not infer any users’ MH state.

Depp and Jeste (2004), among others, provide evidence for age-related differences in BD symptoms and experiences, also through increasing importance of physical health comorbidities with ageing. Age estimates were grouped in the same way as in a US survey of Reddit users for comparison.

Healthcare systems, including provision of MH care, vastly differ between countries, even within Western countries such as the US, UK, and Germany. The MH services people can access may influence their experience of BD, motivating estimation of their country of residence. While Harrigan (2018) predicts longitude/latitude coordinates in 0.5 steps, these are mapped to countries because more fine-grained user localisations are not needed.

Using a gender variable in NLP deserves special consideration because it concerns people’s identity (Larson, 2017). Biological sex can impact on the experience of BD, primarily through issues around childbirth and menopause, also related to mood-impacting hormonal changes (Diflorio and Jones, 2010); Sajatovic et al. (2011) found effects of gender identity on treatment adherence in BD. This work only uses binary m/f gender labels since no NLP method with more diverse categories was available. The gender recognition methods could cause harm to individual users if they were misgendered and then incorrectly addressed or referred to. This project minimises such harm because the labels only serve to estimate the gender distribution and not to target individual users.

3.4 Dual use

This research aims to learn more about Reddit users who share their experiences with BD to yield findings that will ultimately lead to new or improved interventions that support living well with BD. However, most research, even when conducted with the best intentions, suffers from the dual-use problem (Jonas, 1984), in that it can be misused or have consequences that affect people’s life negatively. Adverse consequences of this study could arise for the Reddit users included in the dataset if they are sought out based on their self-reported BD diagnosis to be targeted with, e.g. medication advertisements. The large number of Reddit posts in this dataset can serve as training data for machine learning systems that assign a likelihood to other Reddit/social media users for meeting BD criteria (e.g., Cohan et al., 2018; Sekulić et al., 2018). For example, health insurance companies could misuse this, using applicants’ social media profiles in risk assessments.

3.5 Transparency: Dataset and code release

Based on all above considerations, the dataset will only be shared with other researchers upon request and under a data usage agreement that specifies ethical usage of the dataset as detailed in this section. The dataset release necessarily contains the original post texts but with replaced post and user ids. This requires verbatim web searches with the post texts to seek out individual Reddit users and thus complicates automatisation and scaling. User characteristics, including the manually annotated subsets, will only be shared separately with researchers who justify a specific need for them. To aid transparency, the code and patterns to identify self-reported MH diagnoses, age, and gender are released6.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Users</th>
<th>Agreement (%)</th>
<th>Labels (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-rep. BD diag.</td>
<td>100</td>
<td>97.0</td>
<td>Yes: 97.0</td>
</tr>
<tr>
<td>Date of birth</td>
<td>116</td>
<td>99.1</td>
<td>Date: 90.5</td>
</tr>
<tr>
<td>Country</td>
<td>100</td>
<td>90.0</td>
<td>US: 46.0</td>
</tr>
<tr>
<td>Gender</td>
<td>116</td>
<td>95.7</td>
<td>F: 51.7</td>
</tr>
</tbody>
</table>

Table 2: Number of users in manual annotation, raw annotator agreement, and label distributions after resolving disagreements in discussion (?: no label assigned due to lack of user-provided information on Reddit)

---

6https://github.com/glorisonne/reddit_bd_user_characteristics
Table 3: Accuracy (\textit{correct/total}) for user metadata extraction and inference methods (see Section 2.2) for manually annotated users (test), coverage (\textit{predicted/total}) for manually annotated (test) and all (all, n=19,685) users

<table>
<thead>
<tr>
<th>Variable</th>
<th>Users\textsuperscript{test}</th>
<th>Method</th>
<th>Accuracy\textsuperscript{test}</th>
<th>Coverage\textsuperscript{test}</th>
<th>Coverage\textsuperscript{all}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age group</td>
<td>105</td>
<td>Self-reported</td>
<td>100.0%</td>
<td>98.1%</td>
<td>11.5%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Language use</td>
<td>60.6%</td>
<td>94.3%</td>
<td>66.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hybrid</td>
<td>99.0%</td>
<td>100%</td>
<td>68.3%</td>
</tr>
<tr>
<td>Country</td>
<td>88</td>
<td>Words, subreddits, timing</td>
<td>78.4%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Gender</td>
<td>100</td>
<td>Username</td>
<td>100%</td>
<td>12.0%</td>
<td>10.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Self-reported</td>
<td>97.9%</td>
<td>94.0%</td>
<td>11.9%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Language use</td>
<td>84.2%</td>
<td>95.0%</td>
<td>66.0%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Hybrid</td>
<td>97.0%</td>
<td>100%</td>
<td>71.5%</td>
</tr>
</tbody>
</table>

4 Results and discussion

The self-reported BD diagnosis matching method identified 19,685 Reddit users who together had 21,407,595 public Reddit posts between March 2006 and March 2019. Compared to 9K unique user accounts who posted in the four largest BD-related subreddits in May 2020, this likely only constitutes a small fraction of Reddit users with a BD diagnosis that could be reliably automatically identified (see following subsection).

4.1 Manual annotation

Two authors manually annotated random subsets of users to evaluate all automatically extracted or inferred information according to the annotation guidelines\textsuperscript{7}. As shown in Table 2 agreement for all annotations was above 90%, demonstrating feasibility and high reliability.

The annotators checked all extracted self-reported bipolar disorder diagnosis statements of 100 random included users, disagreeing only for three users (see first line of Table 2)\textsuperscript{8}. The pattern matching approach for self-reported diagnosis statements mistakenly identified only three users (subsequently removed from the dataset) based on reports of other MH diagnoses where the word bipolar occurred close to the diagnosis term as well\textsuperscript{9}.

To facilitate manual age and gender annotation, 116 users where randomly selected from the 2854 (14%) of users where the Self-reported age or gender extraction method matched. This explains the discrepancy between the coverage of the Self-reported method in Table 3 for the test set and full dataset. The annotators only checked whether date of birth or gender could be unambiguously extracted from all of a users’ posts that matched a self-reported age and gender pattern. The test set for the gender evaluation results in Table 3 comprises only users labelled as m/f and excludes one manually identified transgender person.

4.2 Evaluation of NLP methods

Table 3 shows accuracy and coverage for the user characteristics extraction and inference methods described in Section 2.2 against the manually labelled users for which the annotators could determine a label. For age, the Self-reported method outperforms the Language use method for accuracy but not coverage\textsuperscript{10}. The Hybrid method, subsequently used in Section 4.3.2, achieves 99% test set accuracy and 68% coverage on the full dataset. Harrigian’s (2018) method assigns a country estimate to every user with 78% test set accuracy. For gender, accuracy decreases from the Username, Self-reported, and Language use method, while coverage increases \textsuperscript{11}. The Hybrid gender identification method, used in Section 4.3.2, achieves 97% test set accuracy, gender-labelling 72% of users.

\textsuperscript{7}https://github.com/glorisonne/reddit_bd_user_characteristics/blob/master/ManualAnnotationGuidelines.pdf

\textsuperscript{8}No attempt was made to evaluate recall of user identification. Given an international prevalence of meeting BD criteria of about 2% (Merikangas et al., 2011) and expecting numbers of posts per account close to the average of 1,224 in the collected dataset, it was deemed infeasible to manually check all posts of randomly selected user accounts for self-reported bipolar disorder diagnosis statements.

\textsuperscript{9}Paraphrased excerpts of incorrectly identified self-reported BD diagnoses: ‘clinical depression with bipolar tendencies’, ‘diagnosed with BPD today, thought it was BD for years’, ‘diagnosed with depression, but sure I’ve got bipolar’.

\textsuperscript{10}The Language use method for age/gender does not have full coverage because it requires at least ten posts per user. The methods agree for 62.6% of the 1,788 users where both assign an age group.

\textsuperscript{11}For 195 users where all three methods assign a gender identity, they agree on 73.8% (90.8% agreement between the Username and Self-reported method, 80% between the Language use and Username or Self-reported method).
### Table 4: Self-reported comorbid diagnoses with BD in this work, the SMHD dataset, and epidemiological studies:

<table>
<thead>
<tr>
<th>Diagnosis</th>
<th>Dataset (%</th>
<th>SMHD (%)</th>
<th>Epidemiological studies (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MDD</td>
<td>30.2</td>
<td>27.4</td>
<td>N/A</td>
</tr>
<tr>
<td>Anxiety disorder</td>
<td>15.8</td>
<td>12.8</td>
<td>13.3-16.8*, n=921-1,537</td>
</tr>
<tr>
<td>ADHD</td>
<td>12.9</td>
<td>9.6</td>
<td>17.6†, n=399</td>
</tr>
<tr>
<td>BPD</td>
<td>8.4</td>
<td>N/A</td>
<td>16°, n=1,255</td>
</tr>
<tr>
<td>PTSD</td>
<td>6.5</td>
<td>5.1</td>
<td>10.8*, n=1,185</td>
</tr>
<tr>
<td>OCD</td>
<td>3.9</td>
<td>3.4</td>
<td>10.7*, n=808</td>
</tr>
<tr>
<td>ASD</td>
<td>2.2</td>
<td>2.0</td>
<td>Unknown</td>
</tr>
<tr>
<td>ED</td>
<td>1.0</td>
<td>0.8</td>
<td>5.3-31°, n=51-1,710</td>
</tr>
</tbody>
</table>

Table 4: Self-reported comorbid diagnoses with BD in this work, the SMHD dataset, and epidemiological studies: * Nabavi et al. (2015), † McIntyre et al. (2010), § Zimmerman and Morgan, 2013, (Álvarez Ruiz and Gutiérrez-Rojas, 2015)

### 4.3 Reddit users’ characteristics

The following subsections compare characteristics of Reddit users with a self-reported BD diagnosis to general Reddit users and epidemiological statistics.

#### 4.3.1 Mental health comorbidities

Table 4 shows how many users disclosed other concurrent or lifetime MH diagnoses besides BD. Rates for self-reported MH diagnoses in addition to BD are slightly higher in our dataset compared to the Self-reported MH diagnoses (SMHD) dataset (Cohan et al., 2018), potentially because our dataset covers 27 more months of posts.

Like psychotic disorder (5.2% of users prior to exclusion), a MDD diagnosis is mutually exclusive with BD according to the DSM (American Psychiatric Association, 2013, pp. 126, 134)\(^{12}\). A large part of identified self-reported MDD diagnoses were false positives where ‘depression’ occurred near to a BD diagnosis statement. More conservatively only considering self-reported MDD diagnosis posts that do not also match BD patterns, results in 8.7% users reporting both diagnoses. MDD and Psychotic disorder diagnoses jointly with BD might indicate subsequently changed (mis-)diagnoses or disagreement of professionals. Surveys in Germany (Pfennig et al., 2011) and the US (Hirschfeld et al., 2003) have shown that often more than ten years pass between onset of BD symptoms and receiving the diagnosis, with two thirds of people being misdiagnosed, most frequently with MDD. Moreover, field trials for BD diagnoses with DSM-V criteria only showed moderate clinician agreement (Freedman et al., 2013).

Comorbidity rates for anxiety disorders, BPD and PTSD align with results from epidemiological studies. Rates for comorbid ADHD, OCD, and ED are lower in the Reddit dataset population, which might in part be due to incomplete coverage of the patterns to capture diagnosis self-reports. Additionally, epidemiological studies can be expected to yield higher comorbidity rates because they determine if participants meet criteria for various diagnoses with clinical interviews, whereas Reddit users may not have (or report) diagnoses for every condition they meet the criteria of. Overall, 50.7% of users reported at least one additional MH diagnosis, slightly less than three quarters of surveyed people in the World Mental Health Survey Initiative who met criteria for at least one other DSM-IV disorder besides BD (Merikangas et al., 2011).

More than 2% of users reported an ASD diagnosis in addition to BD, with no epidemiological studies on ASD prevalence with BD yet. Dell’Osso et al. (2019) found significant levels of autistic traits among 43% of people with a BD diagnosis.

#### 4.3.2 Age

As shown in Figure 1, less Reddit users with a self-reported BD diagnosis are 18-29 but more...
Table 5: Top 5 estimated countries of residence of Reddit users with a self-reported BD diagnosis, location of reddit.com site visitors (Statista.com, 2020) and 12-months prevalence of BD (Global Burden of Disease Collaborative Network, 2018)

<table>
<thead>
<tr>
<th>Country</th>
<th>Dataset (%)</th>
<th>Reddit.com traffic (%)</th>
<th>12-months prev. (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>81.9</td>
<td>49.69</td>
<td>0.68</td>
</tr>
<tr>
<td>UK</td>
<td>5.6</td>
<td>7.93</td>
<td>1.11</td>
</tr>
<tr>
<td>Canada</td>
<td>4.9</td>
<td>7.85</td>
<td>0.75</td>
</tr>
<tr>
<td>Australia</td>
<td>1.7</td>
<td>4.32</td>
<td>1.15</td>
</tr>
<tr>
<td>Germany</td>
<td>1.4</td>
<td>3.17</td>
<td>0.83</td>
</tr>
</tbody>
</table>

30-49 years old compared to average US Reddit users (Barthel et al., 2016, p. 7). The age of onset of BD symptoms is most frequently in late adolescence and early adulthood (Pini et al., 2005; Merikangas et al., 2011, p. 6). In line with this, the majority of Reddit users who disclose a BD diagnosis are between 13-29 years old at their first post. In the Global Burden of Disease study 2013, BD 12-months prevalence rates were significantly elated for 20-54 year olds Ferrari et al. (2016, p. 447). In our dataset, almost 80% of the Reddit users are 18-49 years old at their first post.

4.3.3 Country of residence

As shown in Table 5, more than 80% of the Reddit users with a self-reported BD diagnosis are estimated to live in the US, and 95% in one of the English-speaking countries US, UK, Canada, Australia. This ranking aligns with site visitors of the Reddit desktop version (Statista.com, 2020), although US users are even more prevalent in the BD dataset. All of the top-5 countries in the dataset have a 12-months prevalence of BD diagnoses above the global average of 0.62% according to the 2017 Global Burden of Disease Study (Global Burden of Disease Collaborative Network, 2018).

4.3.4 Binary gender

Figure 2 shows that the Hybrid method assigned feminine gender to slightly more than half of the Reddit users for which it ascribed a gender identity. This sharply contrasts with only 9% feminine vs. 41% masculine gender-performing usernames among Reddit users who posted in the top 10K subreddits with most posts (Wang and Jurgens, 2018). A survey of adult US Reddit users (Barthel et al., 2016) found that two thirds were men.

In epidemiological studies, biological men and women are equally likely to meet criteria for BD overall (Pini et al., 2005, American Psychiatric Association, 2013, p. 124) although there is evidence that BD-II is more frequently diagnosed among women (Diflorio and Jones, 2010). Sajatovic et al. (2011) found that biological men with a BD diagnosis scored significantly lower on masculine gender identity than the general male population, while there were no gender identity differences for biological women. Considering a majority of male Reddit users and sex-equal prevalence of the diagnosis, feminine-gender-identifying people with a BD diagnosis seem to be more likely to use Reddit and/or to disclose their diagnosis. The increased rates of female-gender identifying Reddit users with a self-reported BD diagnosis might also point towards a higher relative frequency of BD-II diagnoses (compared to BD-I) in this population.

5 Limitations and implications

5.1 Limitations

First, unlike in clinical studies with face-to-face interactions, we cannot assume that every Reddit user in the dataset corresponds to one person. Additionally, self-reported diagnoses cannot be confirmed with diagnostic interviews as in clinical research.

Furthermore, there are several limitations to the NLP methods to infer user characteristics. The method to extract self-reported MH diagnoses does not distinguish between actual comorbidities and misdiagnoses or previous diagnoses, for which symptoms may have resolved. Manual evaluation of ten users with BPD comorbidity showed that seven reported concurrent diagnoses, one a BD to BPD change, one a BPD misdiagnosis, and one re-

---

13The Barthel et al. (2016) survey only targeted adults, therefore there are no 13-17-year-old users.
ferred to BD by ‘BPD’. Harrigian’s (2018) method indicates the predominantly reflected country in a user’s most recent posts, disregarding relocations.

The Self-reported age and gender extraction method is fallible to users providing incorrect information, for example disguising themselves as younger than they really are on dating subreddits. Finally, none of the gender inference methods allow us to estimate how many users identify as transgender or non-binary. Such indications were also too diverse to be captured in the regular expressions for self-reported age and gender. Still, four of the subreddits with more than 10K posts by users with a self-reported BD diagnosis target transgender people, indicating that a proportion of the users in this research may not identify with their born sex.

5.2 Health research implications

Most importantly this work provides the first large-scale characterisation of Reddit users with a self-reported BD diagnosis, who are on average 27.7 years old at their first post, seem to overwhelmingly live in the US, and are more likely to identify with the feminine gender. Insofar they deviate from general Reddit as well as epidemiological statistics and also from participants in clinical studies.

A large meta-analysis of psychological interventions for BD (Oud et al., 2016) showed that in 55 trials conducted across twelve countries (35% in the US) comprising 6,060 adults with BD, 89% had recruited participants with a mean age higher than the 30 year-average of adult Reddit users with a self-reported BD diagnosis. 67% of the trials recruited a higher percentage of females than the 52% figure in the Reddit dataset (Oud et al., 2016, Table DS2). This cautions against generalising findings from Reddit data to all people with a BD diagnosis, but stresses its complementary role to clinical studies with different selection biases.

Another important implication is that NLP analysis of Reddit social media users largely confirmed high prevalence rates for comorbid MH conditions with BD from epidemiological studies. Besides clinically established comorbidities with, e.g., Anxiety disorder and ADHD, the present analysis also revealed substantial prevalence of ASD, for which there is little clinical research to date. Reddit may constitute a useful platform to learn about the experiences of people with BD with such currently under-researched comorbidities and may be a way to target them for recruitment to clinical studies.

5.3 NLP research implications

This work evaluated state-of-the-art methods to infer Reddit user characteristics (Harrigian, 2018; Wang and Jurgens, 2018; Tigunova et al., 2019) and demonstrated their utility in applied research. A hybrid method achieved the best accuracy and coverage for age and gender identity by using high-accuracy information from self-reports (or a gender-performing username) when available, filling in information for more users with less accurate predictions from a neural network language use-based method (Tigunova et al., 2019).

Importantly, gender-inference methods so far are limited to detecting binary gender, although, e.g., 0.4% of the US population identify as transgender (Meerwijk and Sevelius, 2017). Off-the-shelf NLP tools supporting a wider range of gender identities may be more inclusive and give more visibility to these groups of people in research. However, important ethical considerations arise around identifying people with transgender and non-binary gender identities, which are often stigmatised.

6 Conclusion

This paper set out to automatically profile Reddit users under consideration of ethical aspects. A combination of pattern-based and previously published NLP methods served to estimate clinical, demographic, and identity characteristics of nearly 20K Reddit users with a self-reported BD diagnosis. Half of the Reddit users disclosed MH diagnoses besides BD and 80% were located in the US. From the users for which age or gender could be estimated, 80% were between 18-49 years old and 52% performed or identified with feminine gender.

These findings indicate about which populations BD-focused research on Reddit may generalise. Additionally, this work may serve as a model for how to provide more information on other specific Reddit populations as requested by recent transparency and accountability movements in NLP.
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A Further method details

A.1 Age and gender: Language use
Tigunova et al.’s (2019) HAMCNN-attn model predicts an age group\(^{14}\) and gender for Reddit users with at least ten posts based on their up to 100 most recent posts. Separate HAMCNN-attn models were trained on the RedDust dataset (Tigunova et al., 2020) with the HAM open-source implementation\(^{15}\) with the hyper-parameters specified by Tigunova et al. (2020) (128 CNN filters of size 2, attention layer with 150 units, 70 training epochs). Likely due to random seed variation, our trained age model had an area under the curve (AUROC) score of 0.80 compared to 0.88 in Tigunova et al. (2020). Our trained gender model had 84.9\% accuracy on the RedDust test set compared to 86.0\% reported by Tigunova et al. (2020).

A.2 Age: Hybrid method
Two corrections were applied prior to the Hybrid method: The first author checked all users with a self-reported average posting age below 16 or above 60. Age at account creation predictions younger than 13 by the Language use approach were discarded as Reddit requires an age of at least 13 when signing up.

A.3 Country
The Reddit country inference method (Harrigian, 2018) initially was a proprietary project but later the first author, Keith Harrigian, rebuilt it for the public release\(^{16}\) used in this work. Therefore, the training data and model performance, provided by Keith Harrigian in personal email communication on 5th March 2021, slightly differ from the original publication. The training data consists of 56,853 automatically location-labelled users (top 5: 68.8\% US, 9.4\% Canada, 7.0\% UK, 3.3\% Australia, 1.0\% Germany), of which 8.2\% were identified based on self-reported locations in r/AmateurRoomPorn and the remainder by self-reported locations in reply to ‘Where are you from?’ questions (Harrigian, 2018). Label precision was 97.6\% in a manual evaluation of 500 users\(^{17}\).

The ‘Global’ (as opposed to US only) model was used to predict user locations, which achieves 35.6\% accuracy at 100 miles in 5-fold cross validation, equal to the originally reported performance in Harrigian (2018). Overall country-level accuracy is 81.9\% and is generally higher for users with more training data (95.1\% US, 65.1\% Canada, 82.8\% UK, 44.1\% Australia, 41.1\% Germany).

A.4 Gender: Username method
Wang and Jurgens (2018, p. 38) trained their long short-term memory (LSTM) gender inference model on 80\% of 4,900,250 Twitter and 367,495 Reddit usernames, automatically labelled with self-reported m or f gender identity. Following them, the present work assumes usernames to perform masculine (m) gender for model predictions of 0.1 or lower, and feminine (f) for 0.9 or higher. This model and setting achieved 0.92 precision with 0.18 recall in 10\% held-out Twitter and Reddit username test data (Wang and Jurgens, 2018, Figure 5 in supplementary material).

---

\(^{14}\)younger than 14, 14-23, 24-45, 46-65, 66+, relative to the user’s most recent post

\(^{15}\)https://github.com/Anna146/HiddenAttributeModels

\(^{16}\)https://github.com/kharrigian/smgeo

\(^{17}\)https://github.com/kharrigian/smgeo/dataset-noise
Figure 3: Visual summary of the characteristics of Reddit users who self-report a bipolar disorder diagnosis
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Abstract

Data-driven methods for mental health treatment and surveillance have become a major focus in computational science research in the last decade. However, progress in the domain remains bounded by the availability of adequate data. Prior systematic reviews have not necessarily made it possible to measure the degree to which data-related challenges have affected research progress. In this paper, we offer an analysis specifically on the state of social media data that exists for conducting mental health research. We do so by introducing an open-source directory of mental health datasets, annotated using a standardized schema to facilitate meta-analysis.¹

1 Introduction

The last decade has seen exponential growth in computational research devoted to modeling mental health phenomena using non-clinical data (Bucci et al., 2019). Studies analyzing data from the web, such as social media platforms and peer-to-peer messaging services, have been particularly appealing to the research community due to their scale and deep entrenchment within contemporary culture (Perrin, 2015; Fuchs, 2015; Graham et al., 2015). Such studies have yielded novel insights into population-level mental health (De Choudhury et al., 2013; Amir et al., 2019a) and shown promising avenues for the incorporation of data-driven analyses in the treatment of psychiatric disorders (Eichstaedt et al., 2018).

These research achievements have come despite complexities specific to the mental health space often making it difficult to obtain a sufficient sample size of high-quality data. For instance, behavioral disorders are known to display variable clinical presentations amongst different populations, rendering annotations of ground truth inherently noisy (De Choudhury et al., 2017; Arsenievs-Koehler et al., 2018). Scalable methods for capturing an individual’s mental health status, such as using regular expressions to identify self-reported diagnoses or grouping individuals based on activity patterns, have provided opportunities to construct datasets aware of this heterogeneity (Coppersmith et al., 2015b; Kumar et al., 2015). However, they typically rely on oversimplifications that lack the same clinical validation and robustness as something like a mental health battery (Zhang et al., 2014; Ernala et al., 2019).

Ethical considerations further complicate data acquisition, with the sensitive nature of mental health data requiring tremendous care when constructing, analyzing, and sharing datasets (Benton et al., 2017). Privacy-preserving measures, such as de-identifying individuals and requiring IRB approval to access data, have made it possible to share some data across research groups. However, these mechanisms can be technically cumbersome to implement and are subject to strict governance policies when clinical information is involved due to HIPAA (Price and Cohen, 2019). Moreover, many privacy-preserving practices require that signal relevant to modeling mental health, such as an individual’s demographics or their social network, are discarded (Bakken et al., 2004). This missingness has the potential to limit algorithmic fairness, statistical generalizability, and experimental reproducibility (Gorelick, 2006). Although mental health researchers may anecdotally recall difficulties acquiring quality data or reproducing prior art due to data sharing constraints, no study to our knowledge has explicitly quantified this challenge.

Indeed, prior reviews of computational research for mental health have noted several of the aforementioned challenges, but have predominantly discussed technical methods (e.g. model architectures, feature engineering) developed to surmount existing constraints (Guntuku et al., 2017; Wongkoblap

¹https://github.com/kharrigian/mental-health-datasets
et al., 2017). Recent work from Chancellor and De Choudhury (2020), completed concurrently with our own, was the first review to focus specifically on the shortcomings of data for mental health research. Our study affirms the findings of Chancellor and De Choudhury (2020), using an expanded pool of literature that more acutely focuses on language found in social media data. To this end, we construct a new open-source directory of mental health datasets, annotated using a standardized schema that not only enables researchers to identify relevant datasets, but also to identify accessible datasets. We draw upon this resource to offer nuanced recommendations regarding future dataset curation efforts.

2 Data

To generate evidence-based recommendations regarding mental health dataset curation, we require knowledge of the extant data landscape. Unlike some computational fields which have a surplus of well-defined and uniformly-adopted benchmark datasets, mental health researchers have thus far relied on a decentralized medley of resources. This fact, spurred in part by the variable presentations of psychiatric conditions and in part by the sensitive nature of mental health data, thus requires us to compile a new database of literature. In this section, we detail our literature search, establish inclusion/exclusion criteria, and define a list of dataset attributes to analyze.

2.1 Dataset Identification

Datasets were sourced using a breadth-focused literature search. After including data sources from the three aforementioned systematic reviews (Gupta et al., 2017; Wongkoblap et al., 2017; Chancellor and De Choudhury, 2020), we searched for literature that lie primarily at the intersection of natural language processing (NLP) and mental health communities. We sought peer-reviewed studies published between January 2012 and December 2019 in relevant conferences (e.g. NAACL, EMNLP, ACL, COLING), workshops (e.g. CLPsych, LOUHI), and health-focused journals (e.g. JMIR, PNAS, BMJ).

We searched Google Scholar, ArXiv, and PubMed to identify additional candidate articles. We used two search term structures — 1) (mental health | DISORDER) + (social | electronic) + media, and 2) (machine learning | prediction | inference | detection) + (mental health | DISORDER). ‘|’ indicates a logical or, and DISORDER was replaced by one of 13 mental health keywords. Additional literature was identified using snowball sampling from the citations of these papers. To moderately restrict the scope of this work, computational research regarding neurodegenerative disorders (e.g. Dementia, Parkinson’s Disease) was ignored.

2.2 Selection Criteria

To enhance parity amongst datasets considered in our meta-analysis, we require datasets found within the literature search to meet three additional criteria. While excluded from subsequent analysis, datasets that do not meet this criteria are maintained with complete annotations in the aforementioned digital directory. In future work, we will expand our scope of analysis to reflect the multi-faceted computational approaches used by the research community to understand mental health.

1. Datasets must contain non-clinical electronic media (e.g. social media, SMS, online forums, search query text).
2. Datasets must contain written language (i.e. text) within each unit of data.
3. Datasets must contain a dependent variable that captures or proxies a psychiatric condition listed in the DSM-5 (APA, 2013).

Our first criteria excludes research that examines electronic health records or digitally-transcribed interviews (Gratch et al., 2014; Holderness et al., 2019). Our second criteria excludes research that, for example, primarily analyzes search query volume or mobile activity traces (Ayers et al., 2013; Renn et al., 2018). It also excludes research based on speech data (Iter et al., 2018). Our third criteria excludes research in which annotations are only loosely associated with their stated mental health condition. For instance, we filter out research that seeks to identify diagnosis dates in self-disclosure statements (MacAvaney et al., 2018), in addition to research that proposes using sentiment as a proxy for mental illness (Davcheva et al., 2019). This last criteria also inherently excludes datasets that lack annotation of mental health status altogether (e.g. data dumps of online mental health support platforms and text-message counseling services) (Loveys et al., 2018; Demasi et al., 2019).
2.3 Annotation Schema

We develop a high-level schema to code properties of each dataset. In addition to standard reference information (i.e. Title, Year Published, Authors), we note the following characteristics:

- **Platforms**: Electronic media source (e.g. Twitter, SMS)
- **Tasks**: The mental health disorders included as dependent variables (e.g. depression, suicidal ideation, PTSD)
- **Annotation Method**: Method for defining and annotating mental health variables (e.g. regular expressions, community participation/affiliation, clinical diagnosis)
- **Annotation Level**: Resolution at which ground-truth annotations are made (e.g. individual, document, conversation)
- **Size**: Number of data points at each annotation resolution for each task class
- **Language**: The primary language of text in the dataset
- **Data Availability**: Whether the dataset can be shared and, if so, the mechanism by which it may be accessed (e.g. data usage agreement, reproducible via API, distribution prohibited by collection agreement)

If a characteristic is not clear from a dataset’s associated literature, we leave the characteristic blank; missing data points are denoted where applicable. While we simplify these annotations for a standardized analysis — e.g. different psychiatric batteries used to annotate depression in individuals (e.g. PHQ-9, CES-D) are simplified as “Survey (Clinical)” — we maintain specifics in the digital directory.

3 Analysis

Our literature search yielded 139 articles referencing 111 nominally-unique datasets. Application of exclusion criteria left us with 102 datasets. A majority of the datasets were released after 2012, with an average of 12.75 per year, a minimum of 1 (2012), and a maximum of 23 (2017). The 2015 CLPsych Shared Task (Coppersmith et al., 2015b), Reddit Self-reported Depression Diagnosis (Yates et al., 2017), and “Language of Mental Health” (Gkotsis et al., 2016) datasets were the most reused resources, serving as the basis of 7, 3, and 3 additional publications respectively. All datasets known to be available for distribution are available with annotations in the appendix, while remaining datasets are found our digital directory.

**Platforms**. We identified 20 unique electronic media platforms across the 102 datasets. Twitter (47 datasets) and Reddit (22 datasets) were the most widely studied platforms. YouTube, Facebook, and Instagram were relatively underutilized for mental health research — each found less than ten times in our analysis — despite being the three most widely adopted social media platforms globally (Perrin and Anderson, 2019). We expect our focus on NLP to moderate the presence of YouTube and Instagram based datasets, though not entirely given both platforms offer expansive text fields (i.e. comments, tags) in addition to their primary content of video and images (Chancellor et al., 2016a; Choi et al., 2016). It is more likely that use of these platforms (and Facebook) for research is hindered by increasingly stringent privacy policies and ethical concerns (Panger, 2016; Benton et al., 2017).

**Tasks**. We identified 36 unique mental health related modeling tasks across the 102 datasets. While the majority of tasks were examined less than twice, a few tasks were considered quite frequently. Depression (42 datasets), suicidal ideation (26 datasets), and eating disorders (11 datasets) were the most common psychiatric conditions examined. Anxiety, PTSD, self-harm, bipolar disorder, and schizophrenia were also prominently featured conditions, each found within at least four unique datasets. A handful of studies sought to characterize finer-grained attributes associated
with higher-level psychiatric conditions (e.g. symptoms of depression, stress events and stressor subjects) (Mowery et al., 2015; Lin et al., 2016). The dearth of anxiety-specific datasets was somewhat surprising given the condition’s prevalence and the abundance of pyschometric batteries for assessing anxiety (Cougle et al., 2009; Antony and Barlow, 2020). That said, generalized anxiety disorder (GAD) only accounts for a small proportion of the overall prevalence of anxiety disorders (Bandelow and Michaelis, 2015) and many other types of anxiety disorders (e.g. social anxiety, PTSD, OCD, etc.) were typically treated as independent conditions (Coppersmith et al., 2015a; De Choudhury et al., 2016).

**Annotation.** We identified 24 unique annotation mechanisms. It was common for several annotation mechanisms to be used jointly to increase precision of the defined task classes and/or evaluate the reliability of distantly supervised labeling processes. For example, some form of regular expression matching was used to construct 43 of datasets, with 23 of these including manual annotations as well. Community participation/affiliation (24 datasets), clinical surveys (22 datasets), and platform activity (3 datasets) were also common annotation mechanisms. The majority of datasets contained annotations made on the individual level (63 datasets), with the rest containing annotations made on the document level (40 datasets).³

**Size.** Of the 63 datasets with individual-level annotations, 23 associated articles described the amount of documents and 62 noted the amount of individuals available. Of the 40 datasets with document-level annotations, 37 associated articles noted the amount of documents and 12 noted the number of unique individuals. The distribution of dataset sizes was primarily right-skewed.

One concerning trend that emerged across the datasets was the presence of a relatively low number of unique individuals. Indeed, these small sample sizes may further inhibit model generalization from platforms that are already demographically-skewed (Smith and Anderson, 2018). The largest datasets, which present the strongest opportunity to mitigate the issues presented by poorly representative online populations, tend to leverage the noisiest annotation mechanisms. For example, datasets that define a mainstream online community as a control group may expect to find approximately 1 in 20 of the labeled individuals are actually living with mental health conditions such as depression (Wolohan et al., 2018), while regular expressions may fail to distinguish between true and non-genuine disclosures of a mental health disorder up to 10% of the time (Cohan et al., 2018).

**Primary Language.** Six primary languages were found amongst the 102 datasets — English (85 datasets), Chinese (10 datasets), Japanese (4 datasets), Korean (2 datasets), Spanish (1 dataset), and Portuguese (1 dataset). This is not to say that some of the datasets do not include other languages, but rather that the predominant language found in the datasets occurs with this distribution. While an overwhelming focus on English data is a theme throughout the NLP community, it is a specific concern in this domain where culture often influences the presentation of mental health disorders (De Choudhury et al., 2017; Loveys et al., 2018).

**Availability.** We were able to identify the availability of only 48 of the 102 unique datasets in our literature search. Of these 48 datasets, 13 were known not to be available for distribution, generally due to limitations defined in the original collection agreement or removal from the public record (Park et al., 2012; Schwartz et al., 2014). The remaining 35 datasets were available via the following distribution mechanisms: 18 may be reproduced using an API and instructions provided within the associated article, 12 require a signed data usage agreement and/or IRB approval, 3 are available without restriction, and 2 may be retrieved directly from the author(s) with permission. Of the 22 datasets that used clinically-derived annotations (e.g. mental health battery, medical history), 7 were unavailable for distribution due to terms of the original data collection process and 1 was removed from the public record. The remaining 14 had unknown availability.

### 4 Discussion

In this study, we introduced and analyzed a standardized directory of social media datasets used by computational scientists to model mental health phenomena. In doing so, we have provided a valuable resource poised to help researchers quickly identify new datasets that support novel research. Moreover, we have provided evidence that affirms conclusions from Chancellor and De Choudhury (2020) and may further encourage researchers to
rectify existing gaps in the data landscape. Based on this evidence, we will now discuss potential areas of improvement within the field.

**Unifying Task Definitions.** In just 102 datasets, we identified 24 unique annotation mechanisms used to label over 35 types of mental health phenomena. This total represents a conservative estimate given that nominally equivalent annotation procedures often varied non-trivially between datasets (e.g., PHQ-9 vs. CES-D assessments, affiliations based on Twitter followers vs. engagement with a subreddit) (Faravelli et al., 1986; Pirina and Çöltekin, 2018). Minor discrepancies in task definition reflect the heterogeneity of how several mental health conditions manifest, but also introduce difficulty contextualizing results between different studies. Moreover, many of these definitions may still fall short of capturing the nuances of mental health disorders (Arseniev-Koehler et al., 2018). As researchers look to transition computational models into the clinical setting, it is imperative they have access to standardized benchmarks that inform interpretation of predictive results in a consistent manner (Norgeot et al., 2020).

**Sharing Sensitive Data.** Most existing mental health datasets rely on some form of self-reporting or distinctive behavior to assign individuals into task groups, but admittedly fail to meet ideal ground truth standards. The clinically-annotated datasets that do exist are either proprietary or do not provide a clear mechanism for inquiring about availability. The dearth of large, shareable datasets based on actual clinical diagnoses and medical ground truth is problematic given recent research that calls into question the validity of proxy-based mental health annotations (Ernala et al., 2019; Harrigan et al., 2020). By leveraging privacy-preserving technology (e.g. blockchain, differential privacy) to share patient-generated data, researchers may ultimately be able to train more robust computational models (Elmisy et al., 2010; Zhu et al., 2016; Dwivedi et al., 2019). In lieu of implementing complicated technical approaches to preserve the privacy of human subjects within mental health data, researchers may instead consider establishing secure computational environments that enable collaboration amongst authenticated users (Boebert et al., 1994; Rush et al., 2019).

**Addressing Bias.** There remains more to be done to ensure models trained using these datasets perform consistently irrespective of population. Several studies in our review attempted to leverage demographically-matched or activity-based control groups as a comparison to individuals living with a mental health condition (Coppersmith et al., 2015b; Cohan et al., 2018). A recent article found discrepancies between the prevalence of depression and PTSD as measured by the Centers for Disease Control and Prevention and as estimated using a model trained to detect the two conditions (Amir et al., 2019b). While the study posits reasons for the difference, it is unable to confirm any causal relationship.

More recently, Aguirre et al. (2021) found evidence of demographic (gender and racial/ethnic) bias within datasets from Coppersmith et al. (2014a, 2015c) that can create fairness issues in downstream tasks. They found poor representation and strong group imbalance in these datasets; however, simple changes in dataset size and balance alone could not fully account for performance disparities between groups. Indeed, common signs of depression recognized in prior linguistic analyses (e.g., differences in distributions for some categories of LIWC) were found not to be equally informative for all demographics. Thus, while performance disparities between demographic groups may certainly arise due to poor representation at training time, disparities may also arise due to an ill-founded assumption that mental health outcomes for all demographics. Thus, while performance disparities between demographic groups may certainly arise due to poor representation at training time, disparities may also arise due to an ill-founded assumption that mental health outcomes for all groups can be treated equivalently (Kessler et al., 2003; De Choudhury et al., 2017; Shah et al., 2019). Either way, there exists a need to rethink dataset creation and model evaluation so traditionally underrepresented groups are not further hindered from receiving adequate mental health care.

This all said, the presence of downstream bias in mental health models is admittedly difficult to define and even more difficult to fully eliminate (Gonen and Goldberg, 2019; Blodgett et al., 2020). Nonetheless, the lack of demographically-representative sampling described above would serve as a valuable starting point to address. Increasingly accurate demographic inference tools may aid in constructing datasets with demographically-representative cohorts (Huang and Carley, 2019; Wood-Doughty et al., 2020). Researchers may also consider expanding the diversity of languages in their datasets to account for variation in mental health presentation that arises due to cultural differences (De Choudhury et al., 2017; Loveys et al., 2018).
References


Shrey Bagroy, Ponnurangam Kumaraguru, and Munmun De Choudhury. 2017. A social media based index of mental well-being in college campuses. CHI.


Adrian Benton, Glen Coppersmith, and Mark Dredze. 2017. Ethical research protocols for social media health research. In First ACL Workshop on Ethics in Natural Language Processing.


Stevie Chancellor, Zhiyuan Lin, Erica L. Goodman, Stephanie Zerwas, and Munmun De Choudhury. 2016a. Quantifying and predicting mental illness severity in online pro-eating disorder communities. In CSCW.


Dongho Choi, Ziad Matni, and Chirag Shah. 2016. What social media data should i use in my research?: A comparative analysis of twitter, youtube, reddit, and the new york times comments. In ASIS&T.

Arman Cohan, Bart Desmet, Andrew Yates, Luca Soldaini, Sean MacAvaney, and Nazli Goharian. 2018. Smhd: A large-scale resource for exploring online language usage for multiple mental health conditions. In COLING.


Glen Coppersmith, Mark Dredze, Craig Harman, and Kristy Hollingshead. 2015a. From ADHD to SAD: Analyzing the language of mental health on twitter through self-reported diagnoses. In CLPsych.

Glen Coppersmith, Mark Dredze, Craig Harman, Kristy Hollingshead, and Margaret Mitchell. 2015b. CLPsych 2015 shared task: Depression and PTSD on twitter. In CLPsych.

Glen Coppersmith, Craig Harman, and Mark Dredze. 2014b. Measuring post traumatic stress disorder in twitter. In ICWSM.


Mrinal Kumar, Mark Dredze, Glen Coppersmith, and Munmun De Choudhury. 2015. Detecting changes in suicide content manifested in social media following celebrity suicides. *HT*.


David N. Milne, Glen Pink, Ben Hachey, and Rafael A. Calvo. 2016. CLPsych 2016 shared task: Triaging content in online peer-support forums. In *CLPsych*.


Minsu Park, Chiyoun Cha, and Meeyoung Cha. 2012. Depressive moods of users portrayed in twitter.

A Perrin and M Anderson. 2019. Share of us adults using social media, including facebook, is mostly unchanged since 2018. pew research center.


H. Andrew Schwartz, Johannes Eichstaedt, Margaret L. Kern, Gregory Park, Maarten Sap, David Stillwell, Michal Kosinski, and Lyle Ungar. 2014. Towards assessing changes in degree of depression through Facebook. In *CLPsych*.

Ivan Sekulic, Matej Gjurković, and Jan Šnajder. 2018. Not just depressed: Bipolar disorder prediction on reddit. In *9th Workshop on Computational Approaches to Subjectivity, Sentiment and Social Media Analysis*.


A Available Datasets

Ultimately, we identified 35 unique mental health datasets that were available for distribution. A subset of annotations for these datasets, along with original reference information, can be found in Table 1 (see next page).

We categorize dataset availability using four distinct distribution mechanisms.

- **DUA**: The dataset requires researchers to sign a data usage agreement that outlines the terms and conditions by which the dataset may be analyzed; in some cases, this also requires institutional authorization and oversight (e.g. IRB approval)
- **API**: The dataset may be reproduced (with a reasonable degree of effort) using instructions provided in the dataset’s primary article and access to a public-facing application programming interface (API)
- **AUTH**: The dataset may be accessed by directly contacting the original author(s)
- **FREE**: The dataset is hosted on a public-facing server, accessible by all without any additional restrictions

Of the datasets that were available for distribution via one of the above mechanisms, we noted the following 27 unique mental health conditions/predictive tasks:

- Attention Deficit Hyperactivity Disorder (ADHD)
- Alcoholism (ALC)
- Anxiety (ANX)
- Social Anxiety (ANXS)
- Asperger’s (ASP)
- Autism (AUT)
- Bipolar Disorder (BI)
- Borderline Personality Disorder (BPD)
- Depression (DEP)
- Eating Disorder (EAT)
- Recovery from Eating Disorder (EATR)
- General Mental Health Disorder (MHGEN)
- Obsessive Compulsive Disorder (OCD)
- Opiate Addiction (OPAD)
- Opiate Usage (OPUS)
- Post Traumatic Stress Disorder (PTSD)
- Panic Disorder (PAN)
- Psychosis (PSY)
- Trauma from Rape (RS)
- Schizophrenia (SCHZ)
- Seasonal Affective Disorder (SAD)
- Self Harm (SH)
- Stress (STR)
- Stressor Subjects (STRS)
- Suicide Attempt (SA)
- Suicidal Ideation (SI)
- Trauma (TRA)
<table>
<thead>
<tr>
<th>Reference</th>
<th>Platform(s)</th>
<th>Task(s)</th>
<th>Level</th>
<th>Individuals</th>
<th>Documents</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coppersmith et al. (2014a)</td>
<td>Twitter</td>
<td>BI, PTSD, SAD, DEP</td>
<td>Ind.</td>
<td>7k</td>
<td>16.7M</td>
<td>DUA</td>
</tr>
<tr>
<td>Coppersmith et al. (2014b)</td>
<td>Twitter</td>
<td>PTSD</td>
<td>Ind.</td>
<td>6.3k</td>
<td>-</td>
<td>DUA</td>
</tr>
<tr>
<td>Jashinsky et al. (2014)</td>
<td>Twitter</td>
<td>SI</td>
<td>Doc.</td>
<td>594k</td>
<td>733k</td>
<td>API</td>
</tr>
<tr>
<td>Lin et al. (2014)</td>
<td>Twitter, Sina Weibo, Tencent Weibo</td>
<td>STR, STRS</td>
<td>Ind.</td>
<td>23.3k</td>
<td>490k</td>
<td>API</td>
</tr>
<tr>
<td>Coppersmith et al. (2015a)</td>
<td>Twitter</td>
<td>ANX, EAT, OCD, SCHZ, SAD, BI, PTSD, DEP, ADHD</td>
<td>Ind.</td>
<td>4k</td>
<td>7M</td>
<td>DUA</td>
</tr>
<tr>
<td>Coppersmith et al. (2015b)</td>
<td>Twitter</td>
<td>PTSD, DEP</td>
<td>Ind.</td>
<td>1.7k</td>
<td>-</td>
<td>DUA</td>
</tr>
<tr>
<td>De Choudhury (2015)</td>
<td>Tumblr</td>
<td>EAT, EATR</td>
<td>Ind.</td>
<td>28k</td>
<td>87k</td>
<td>API</td>
</tr>
<tr>
<td>Kumar et al. (2015)</td>
<td>Reddit, Wikipedia</td>
<td>SI</td>
<td>Ind.</td>
<td>66k</td>
<td>19.1k</td>
<td>API</td>
</tr>
<tr>
<td>Mowery et al. (2015)</td>
<td>Twitter</td>
<td>DEP</td>
<td>Doc.</td>
<td>-</td>
<td>129</td>
<td>AUTH</td>
</tr>
<tr>
<td>Chancellor et al. (2016b)</td>
<td>Tumblr</td>
<td>EATR</td>
<td>Ind.</td>
<td>13.3k</td>
<td>67M</td>
<td>API</td>
</tr>
<tr>
<td>Coppersmith et al. (2016)</td>
<td>Twitter</td>
<td>SA</td>
<td>Ind.</td>
<td>250</td>
<td>-</td>
<td>DUA</td>
</tr>
<tr>
<td>De Choudhury et al. (2016)</td>
<td>Reddit</td>
<td>PSY, EAT, ANXS, SH, BI, PTSD, RS, DEP, PAN, SI, TRA</td>
<td>Ind.</td>
<td>880</td>
<td>-</td>
<td>API</td>
</tr>
<tr>
<td>Gkotsis et al. (2016)</td>
<td>Reddit</td>
<td>ANX, BPD, SCHZ, SH, ALC, BI, OPAD, ASP, SI, AUT, OPUS</td>
<td>Ind.</td>
<td>-</td>
<td>-</td>
<td>API</td>
</tr>
<tr>
<td>Lin et al. (2016)</td>
<td>Sina Weibo</td>
<td>STR</td>
<td>Doc.</td>
<td>-</td>
<td>2.6k</td>
<td>FREE</td>
</tr>
<tr>
<td>Milne et al. (2016)</td>
<td>Reach Out</td>
<td>SH</td>
<td>Doc.</td>
<td>1.2k</td>
<td>-</td>
<td>DUA</td>
</tr>
<tr>
<td>Mowery et al. (2016)</td>
<td>Twitter</td>
<td>DEP</td>
<td>Doc.</td>
<td>-</td>
<td>9.3k</td>
<td>AUTH</td>
</tr>
<tr>
<td>Bagroy et al. (2017)</td>
<td>Reddit</td>
<td>MHGEN</td>
<td>Doc.</td>
<td>30k</td>
<td>43.5k</td>
<td>API</td>
</tr>
<tr>
<td>De Choudhury and Kiciman (2017)</td>
<td>Reddit</td>
<td>SI</td>
<td>Ind.</td>
<td>51k</td>
<td>103k</td>
<td>API</td>
</tr>
<tr>
<td>Losada et al. (2017)</td>
<td>Reddit</td>
<td>DEP</td>
<td>Ind.</td>
<td>887</td>
<td>530k</td>
<td>DUA</td>
</tr>
<tr>
<td>Saha and De Choudhury (2017)</td>
<td>Reddit</td>
<td>STR</td>
<td>Doc.</td>
<td>-</td>
<td>2k</td>
<td>API</td>
</tr>
<tr>
<td>Shen et al. (2017)</td>
<td>Twitter</td>
<td>DEP</td>
<td>Ind.</td>
<td>300M</td>
<td>10B</td>
<td>FREE</td>
</tr>
<tr>
<td>Shen and Rudzicz (2017)</td>
<td>Reddit</td>
<td>ANX</td>
<td>Doc.</td>
<td>-</td>
<td>22.8k</td>
<td>API</td>
</tr>
<tr>
<td>Yates et al. (2017)</td>
<td>Reddit</td>
<td>DEP</td>
<td>Ind.</td>
<td>116k</td>
<td>-</td>
<td>DUA</td>
</tr>
<tr>
<td>Chancellor et al. (2018)</td>
<td>Reddit</td>
<td>EAT</td>
<td>Doc.</td>
<td>-</td>
<td>2.4M</td>
<td>API</td>
</tr>
<tr>
<td>Cohan et al. (2018)</td>
<td>Reddit</td>
<td>ANX, EAT, OCD, SCHZ, BI, PTSD, DEP, ADHD, AUT</td>
<td>Ind.</td>
<td>350k</td>
<td>-</td>
<td>DUA</td>
</tr>
<tr>
<td>Dutta et al. (2018)</td>
<td>Twitter</td>
<td>ANX</td>
<td>Ind.</td>
<td>200</td>
<td>209k</td>
<td>API</td>
</tr>
<tr>
<td>Ireland and Iserman (2018)</td>
<td>Reddit</td>
<td>ANX</td>
<td>Ind.</td>
<td>-</td>
<td>-</td>
<td>API</td>
</tr>
<tr>
<td>Li et al. (2018)</td>
<td>Reddit</td>
<td>MHGEN</td>
<td>Ind.</td>
<td>1.8k</td>
<td>-</td>
<td>API</td>
</tr>
<tr>
<td>Losada et al. (2018)</td>
<td>Reddit</td>
<td>EAT, DEP</td>
<td>Ind.</td>
<td>1.5k</td>
<td>1.2M</td>
<td>DUA</td>
</tr>
<tr>
<td>Pirina and Çöltekin (2018)</td>
<td>Reddit</td>
<td>DEP</td>
<td>Doc.</td>
<td>-</td>
<td>1.2k</td>
<td>API</td>
</tr>
<tr>
<td>Shing et al. (2018)</td>
<td>Reddit</td>
<td>SI</td>
<td>Ind.</td>
<td>1.9k</td>
<td>-</td>
<td>DUA</td>
</tr>
<tr>
<td>Sekulic et al. (2018)</td>
<td>Reddit</td>
<td>BI</td>
<td>Ind.</td>
<td>7.4k</td>
<td>-</td>
<td>API</td>
</tr>
<tr>
<td>Wolohan et al. (2018)</td>
<td>Reddit</td>
<td>DEP</td>
<td>Ind.</td>
<td>12.1k</td>
<td>-</td>
<td>API</td>
</tr>
<tr>
<td>Turcan and McKeown (2019)</td>
<td>Reddit</td>
<td>STR</td>
<td>Doc.</td>
<td>-</td>
<td>2.9k</td>
<td>FREE</td>
</tr>
<tr>
<td>Zirikly et al. (2019)</td>
<td>Reddit</td>
<td>SI</td>
<td>Ind.</td>
<td>496</td>
<td>32k</td>
<td>DUA</td>
</tr>
</tbody>
</table>

**Table 1:** Characteristics of datasets that meet our inclusion criteria and are known to be accessible. The full set of annotations may be found in our digital directory ([https://github.com/kharrigian/mental-health-datasets](https://github.com/kharrigian/mental-health-datasets)).
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Abstract
Our increasingly digitized lives generate troves of data that reflect our behavior, beliefs, mood, and wellbeing. Such “digital life data” provides crucial insight into the lives of patients outside the healthcare setting that has long been lacking, from a better understanding of mundane patterns of exercise and sleep routines to harbingers of emotional crisis. Moreover, information about individual differences and personalities is encoded in digital life data. In this paper we examine the relationship between mood and movement using linguistic and biometric data, respectively. Does increased physical activity (movement) have an effect on a person’s mood (or vice versa)? We find that weak group-level relationships between movement and mood mask interesting and often strong relationships between the two for individuals within the group. We describe these individual differences, and argue that individual variability in the relationship between movement and mood is one of many such factors that ought be taken into account in wellbeing-focused apps and AI systems.

1 Introduction
Health and wellbeing research generally seeks to find patterns that hold for all members of a population. A familiar example is the claim that those who exercise more are happier (Stubbe et al., 2007). While this claim has intuitive appeal for most people, there are many individuals for whom this relationship does not seem to hold (e.g., someone who is challenged with chronic pain that is exacerbated by exercise). Where chronic pain is an extreme example, there are many more subtle ways that a person’s individual circumstances might cause them to deviate from expected population norms.

Generally speaking, whether this relationship holds across the population or varies across individuals is an empirical question, and one with profound implications for delivering effective clinical guidance and for the design of mental health and wellness technology (e.g., Menke, 2018). This may be one of the contributing factors to the difficulty that mental health interventions face with retention and attrition over the course of treatment: what was designed for the population does not necessarily adapt to a particular individual’s life. Preventing attrition is considered a longstanding and core challenge in the design and execution of studies and interventions alike (Eysenbach, 2005; Christensen and Mackinnon, 2006). This is more pronounced in digital mental health apps, many of which are designed to support long term behavior change, yet face significant difficulty retaining users, with a recent study indicating a median retention rate of just 3.3% of users retained after 30 days of usage (Baumel et al., 2019). This strongly suggests a need to understand the individual differences between users that might have an effect on retention and attrition and use that information to augment intervention approaches or suggest novel ones.

Collecting the data necessary to quantify these individual differences has been a challenge historically, especially with traditional behavioral methods (e.g., questionnaires). With the increasing ubiquity of mobile devices, the relevant data can now be captured and recorded to support large-scale, fine-grained analysis and intervention. Recent work shows that indices of mood, mental health, and wellbeing can be estimated from social media behavior (De Choudhury et al., 2013a,b; Coppersmith et al., 2017, 2016, 2015; Schwartz et al., 2016; Resnik et al., 2015; Cohan et al., 2016; Wang et al., 2014; Park et al., 2015; Eichstaedt et al., 2015). Here, we explore the relationships between mood, emotion, and mental health conditions derived from machine classifiers and Fitbit metrics.
2 Data

Users come from the OurDataHelps.org program, which enables participants to donate social media and wearable data to support mental health research. For each of the users \((n = 160)\) included in this analysis, we analyzed historic data from at least one source of language (Twitter or Facebook) and subsequent actigraphic data collected via a Fitbit device. All users had at least 30 days in which their wearable recorded data and in which posted at least once on social media. All data analyzed was from before the COVID-19 pandemic, associated lockdown, and changes in pattern of life that it induced. Users opted-in to data collection via oAuth, which was subjected to deidentification and stored following the ethical protocols of (Benton et al., 2017). Due to differences in models of wearable devices, users had different aspects of their movement recorded, so we analyzed data elements common across at least 20 users.

3 Methods

We analyzed language data using previously-trained models of mood, emotion, and mental health. Each model examines the text of social media posts using a simple lexicon or character \(n\)-gram language model (CLM), and produces a score relevant to a psychological variable.

We use models created by Coppersmith et al. to score for ADHD, anxiety, bipolar disorder, borderline personality disorder, depression, eating disorders, PTSD, and schizophrenia (Coppersmith et al., 2015). Briefly, these models estimate the relative likelihood that a given text was generated by a user at risk for a specific condition (e.g., PTSD) or a matched control, with one model created per condition. The data used to compare language was derived from users who made self-statements of diagnosis (e.g., “I was diagnosed with PTSD”) publicly on social media. For each user, we estimated age and gender via a classifier similar in spirit to (Sap et al., 2014). An age- and gender-matched control user was identified from a large English-speaking sample.

For each string of characters (i.e., character \(n\)-gram) the model measured how likely it was to occur in the population with the condition and in the matched controls. This forms the basis of the scoring for the model, optimized to provide a score even from short texts. While many machine learning open vocabulary approaches are tuned to look at all the language that a person generates to estimate risk, the models used here are tuned to work for small amounts of text, given the present task. We refer the reader to Coppersmith et al. (2015) for further details on the pre-processing steps.

For scoring emotion, we used a CLM trained from messages that contain hashtagged emotions (e.g., \#joy), from Coppersmith et al. (2016). For scoring sentiment, we used VADER, a closed-vocabulary and rule-based tool specifically tuned for social media data (Hutto and Gilbert, 2014). We report each individual sentiment separately (positive, neutral, negative) as well as the compound sentiment, meant to give a single overall score of the sentiment expressed in the text. We used DepecheMood to estimate mood, another closed-vocabulary approach, with high-coverage and high-precision (Staiano and Guerini, 2014).

All data of each type recorded from midnight to midnight in each user’s local timezone is collapsed into a single number capturing the value for that day. For language data this is the average score for each model across all messages. For wearables, we use the most straightforwardly interpretable version of the data (e.g., hours of sleep) as retrieved from the API. The movement and physical data recorded from the user’s wearable (steps, average heart rate) is similarly accumulated from midnight to midnight, with the exception of sleep data which, following Fitbit’s reporting feature, is recorded on the morning the user wakes up (e.g., the two hours of sleep from 10pm until midnight is included in the next day’s sleep total). Since we were primarily concerned with the relationship between movement and psychological variables measured by language, we excluded any day for which we did not have both movement and language data. Note that the unit of analysis of language here is the language generated in a single day, models tuned for relatively small amounts of text, like closed-vocabulary lexica and machine learning models trained to predict on short texts were ideal.

We calculated Pearson’s \(r\) for each person between each pair of variables, treating each day as a separate observation. Because this is an exploratory analysis and we wish to focus our discussion on effects that are most likely to hold promise for future work, we artificially set the \(r\) value to 0 for all subsequent analysis for any correlation where the \(p\)-value associated with Pearson’s \(r\) is greater than 0.01. This \(p\)-value was selected such that for
any pair of variables we compare, we would expect 1-2 of the 160 users to be spuriously identified as having a significant relationship when no relationship existed. We opted for a more conservative cutoff here than the traditional $p < 0.05$ since analyses at that $p$-value would allow for an expected 8 spurious correlations to be falsely indicated, which could significantly influence the subsequent analytic step. Furthermore, the exploratory nature of the work obviates the need to address multiple comparisons using a technique such as a Bonferroni correction.

4 Results

Figure 1 shows the correlation matrix with Pearson's $r$ computed across all users. The models described above are shown in the same order on both axes. The color of each cell captures the Pearson’s $r$ between the variables, averaged across users, with white indicating a lack of correlation (i.e., $r$ near 0 or correlations with high $p$ values which were treated as $r = 0$, as noted). Blue indicates positive correlation and red indicates negative correlation – the solid dark blue diagonal reflects the fact that each variable correlates perfectly with itself. The variables are grouped by the construct measured, separated by black lines: emotion, mental health conditions, mood, sentiment, and movement. While some significant relationship can be seen between various language and movement measures, the vast majority seem to be near $r = 0$. The notable exception is sleep onset latency (i.e., the amount of time it takes to fall asleep) which has generally negative relationships with positive emotions and moods and a positive relationship with negative emotions and moods. This finding is in line with other work examining the link between aspects of sleep and wellbeing (Short et al., 2013).

However, this picture shows nuance when we examine correlation matrices computed for each individual. Figure 1 shows exemplar correlation matrices for individual users. Note that significant relationships exist for individuals that were not observed for the group. This suggests that the relationships between psychological phenomena and aspects of movement are not uniform in direction or magnitude.

Figure 2 illustrates this point in more detail with a histogram of the distribution of correlations between a few measures of movement and mood. All correlations that were not significant were excluded from these histograms. Note that there are users for whom there are statistically significant correlations, in both the positive and negative directions, of both large and small magnitudes. Many of the other histograms for other pairwise comparisons, excluded for brevity, show similar patterns. Taken with the previous results, this demonstrates that relationships between movement- and mood-related constructs exhibit sufficient individual-level variability in both direction and magnitude that inferences about these relationships must explicitly and quantitatively account for this variability.

These results highlight the need for personalized approaches to improving mental health and wellbeing through movement- or activity-based interventions.

5 Anecdotes

A subset of the users opted in to allow us to discuss the results and data with them in order to allow for validation of the findings.

For one user, many aspects of their sleep are more strongly correlated with emotions than for the population. The amount of time spent in bed was correlated with negative emotions and negatively correlated with joy. Similarly, the number of times they were awakened during the night was positively correlated with posts classified as angry or annoyed the following day. This suggests that this user’s mood is particularly sensitive to sleep, relative to the general population. This aligned with the user’s subjective impressions of their experience.

For another pair of users, we found significant correlations involving the time spent sedentary throughout the course of the day. For one user, the time spent sedentary during the day was positively correlated with positive mood outcomes, while the second user demonstrated a negative correlation between these two measures. Subjective reports from these users was consistent with these findings: the first indicated that if they were sitting still it meant that their children were being well-behaved, and thus was indicative of a pleasant day. The second reported, by contrast, that if they were sitting still throughout the day, that indicated a long day of meetings, which tended to increase their frustration and negative mood.

6 Discussion

We replicated previous work finding some significant relationships between movement and mood at a population level (i.e., sleep latency’s relation-
Figure 1: Pearson’s $r$ values for correlations between model outputs, averaged across the population (Top) and exemplar individuals (Middle). Strength of correlation is indicated by color (Bottom) Note the strong correlations between language and movement measures, and that they are between different measures for different users.

Figure 2: Histogram of Pearson’s $r$ values for users with statistically significant correlations between (left) number of steps per day and posts with positive sentiment and (right) time asleep and posts with the blasé “don’t care” mood.
relationship to a range of psychological factors), while also demonstrating that significant relationships between movement and mood exist for individuals that do not hold across the population. This supports anecdotal and observational experience where, for population-level findings, there are individuals who seem to defy the expected trend.

The results reported here hold promise for future work, both theoretical and applied. Further study, with a larger subject pool, will allow us to examine structured variability, i.e., subpopulations with homogeneous relationships between movement and mood. There are well-established statistical techniques for characterizing and simultaneously modeling individual- and group-level relationships like those under discussion here, including multi-level modeling (Gelman and Hill, 2007), as well as numerous clustering techniques for inferring homogeneous subsets of users in a principled way (e.g., hierarchical clustering; Johnson, 1967). Without a strong a priori hypothesis for how many such homogeneous subsets of users exist, techniques with an inherent measure of cluster quality to suggest the number of clusters would be worthwhile. With the inherent relational nature of the data, it may be prudent to approach this clustering problem via techniques that take advantage of this information explicitly in the form of a (dis)similarity matrix (e.g., spectral clustering; Ng et al., 2001). Moreover, for developers of mental health and wellness technology that hinges on providing users with guidance related to movement and sleep, these results point the way forward for user testing that may enhance the quality and efficacy of these tools.

7 Caveats

Because the results reported here are based on donated digital life data, we expect this sample is biased in certain ways, assuming that the propensity to (1) share data without compensation, (2) actively contribute to mental health research, and (3) come across the donation opportunity at OurDataHelps.org are not uniformly distributed throughout the population. For example, in a project similar to OurDataHelps.org, we solicited data donation from veterans of the US Armed Forces. To date, 22% of individuals that donated their data to this project identify as female. By contrast, according to the Department of Veterans Affairs, roughly 9% of US veterans are women (of Veterans Affairs et al., 2017). Thus, women are over-represented in our sample. It is difficult to say exactly why this is, but the bias is most likely due to a confluence of factors, including gender-based differences in the propensity to participate in research that is considered altruistic or pro-social (e.g., Bani and Giussani, 2010) as well as idiosyncrasies in the way the study was promoted. However, we expect that this sort of bias would work against the observed pattern (i.e., since the population is more homogeneous than the general population, the relationship between movement and mood is less likely to vary significantly across individuals).

One underlying assumption of this work is that posts on social media have some reflection of the emotional state, mood, or other transient psychological phenomena that a person is experiencing. There is some controversy about the extent and strength of this relationship, with some finding significant reflections of emotion and mood in daily language (e.g., posts on social media Chen et al., 2020) while others fail to find these relations (e.g., in everyday speech Sun et al., 2020).

8 Conclusion

We empirically explored the relationship between a variety of movement and mood measures using social media posts and wearable data from 160 users. The relationships uncovered are more nuanced than the population-level conclusions that are generally popularized by the press and highlight the need for individualized approaches to movement-based wellbeing interventions.

Ultimately, understanding the relationship between movement and mood for a particular individual will allow for tailoring of wellbeing and mental health interventions to their specific needs, and thus increase our collective ability to tailor mental health and wellbeing interventions to the user. At minimum, this lays the foundation to provide some predictive ability for how a user may be willing to accept and engage with a suggested exercise-based intervention. The results reported here serve as a particularly strong indication of the promise held in personalized wellbeing interventions, and are consonant with a rich body of recent work highlighting the need for personalized medicine in general.
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Abstract

Effective management of dementia hinges on timely detection and precise diagnosis of the underlying cause of the syndrome at an early mild cognitive impairment (MCI) stage. Verbal fluency tasks are among the most often applied tests for early dementia detection due to their efficiency and ease of use. In these tasks, participants are asked to produce as many words as possible belonging to either a semantic category (SVF task) or a phonemic category (PVF task). Even though both SVF and PVF share neurocognitive function profiles, the PVF is typically believed to be less sensitive to measure MCI-related cognitive impairment and recent research on fine-grained automatic evaluation of VF tasks has mainly focused on the SVF. Contrary to this belief, we show that by applying state-of-the-art semantic and phonemic distance metrics in automatic analysis of PVF word productions, in-depth conclusions about production strategy of MCI patients are possible. Our results reveal a dissociation between semantically- and phonemically-guided search processes in the PVF. Specifically, we show that subjects with MCI rely less on semantic- and more on phonemic processes to guide their word production as compared to healthy controls (HC). We further show that semantic similarity-based features improve automatic MCI versus HC classification by 29% over previous approaches for the PVF. As such, these results point towards the yet underexplored utility of the PVF for in-depth assessment of cognition in MCI.

1 Introduction

Dementia is a syndrome primarily presenting with broad cognitive impairments. There are multiple underlying causes that result in dementia such as Alzheimer’s Disease (AD) or fronto-temporal lobar degeneration or focal lesions (MacPherson et al., 2016). These sub-forms have different neurocognitive profiles. The most-common Alzheimer’s Disease (AD)-related dementia is typically driven by an amnestic cognitive impairment (Kidd, 2008) whereas the fronto-temporal dementia is often associated with executive function impairment (Huey et al., 2009).

Early identification of dementia as well as precise differentiation between dementia sub-forms is crucial for effective management of the syndrome (Thyrian et al., 2016). Pairing high diagnostic sensitivity with ease of use, verbal fluency tests (VF) are amongst the most-applied tests in cognitive assessment of dementia (Troyer et al., 1997). In these tests, participants are asked to produce as many words from a specific category as they can in a fixed time. The two main variants of VF tests are the semantic verbal fluency (SVF) and the phonemic verbal fluency (PVF). In the SVF,
the word category is defined by semantics (e.g. all animal words), whereas in the PVF participants need to produce words starting with a specific letter (e.g. “S”). Traditionally, test scores are computed by counting the number of correctly named words within the given time (Gomez and White, 2006). Although both VF variants are quite similar in the way they engage different neurocognitive functions, the cognitive strategies of the task can indicate different patterns of the underlying neuropsychological. For instance, an SVF impairment is often only regarded as evidence for amnestic dementia (Vaughan et al., 2016; Teng et al., 2013) whereas a PVF impairment is almost exclusively regarded as evidence for fronto-temporal dementias (Dubois et al., 2000).

Recently, advanced Natural Language Processing (NLP) techniques have been applied to allow for in-depth analysis of the produced word sequence in VF tasks, particularly for the SVF (Linz et al., 2017a; Kim et al., 2019; Diaz-Orueta et al., 2020; Zemla et al., 2020). By extracting clusters from the produced word sequence and by modelling the semantic relationships between and within these clusters, it is possible to disentangle the effects of memory impairment from effects of executive function impairment (Tröger et al., 2019). Despite the success of these qualitative features in the SVF, their utility for automatic analysis of the PVF remains underexplored.

In this paper, we investigate both phonemic and semantic motivations for the underlying strategy of the phonemic verbal fluency task, and thereby reduce the gap between clinical theory and computational approaches to evaluating cognitive speech tasks. By contrasting semantic and phonemic distance measure in an analysis based on time bins, we show a dissociation between semantically- and phonemically-guided search processes: Subjects with mild cognitive impairment (MCI) exhibit significantly less semantic similarity in their productions as compared to healthy controls (HC). Finally, in experiments on automatic classification of MCI vs. HC from PVF word productions, we show that semantic features improve over previous approaches by 29%. Taken together, our results pave the way towards more fine-grained analysis of the PVF task that can help to improve clinical decision processes.

2 Clinical Background

2.1 Cognitive Processes in VF

Verbal Fluency tasks (VF) require a network of cognitive processes activating—a region associated with language (Vigneau et al., 2006)—the frontal lobe (Coslett et al., 1991; Miller, 1984), specifically the left hemisphere (Birn et al., 2010; Troyer et al., 1997; Mueller et al., 2015), as well as the temporal lobe (Newcombe, 1969; Cerhan et al., 2002).

VF are used to assess semantic memory and executive functions as a good VF performance hinges on intact semantic memory stores as well as the ability to access these memory stores (Chertkow and Bub, 1990; Hodges et al., 1992; Mueller et al., 2015). Executive functioning, specifically, working memory is thought to allow a person to effectively search through phonological and semantic stores while regulating and adapting the search strategy to produce more words over the task (Faust, 2012; Rende et al., 2002; Troyer et al., 1997; Rosen, 1980). Both PVF and SVF are hypothesised to span multiple overlapping cognitive abilities; executive, verbal, and attention abilities (Mueller et al., 2015; Li et al., 2017; Shao et al., 2014; Schmidt et al., 2017). However, there is evidence that each task measures a set of distinct cognitive processes.

PVF burdens executive resources whereas the SVF demands linguistic-conceptual knowledge (Thompson-Schill et al., 1997; Vigneau et al., 2006; Shao et al., 2014; Mueller et al., 2015; Schmidt et al., 2017; Birn et al., 2010). SVF is theorized to engage the temporal lobe for lexical-semantic access and retrieval from semantic store (Newcombe, 1969; Mueller et al., 2015; Cerhan et al., 2002) where as the PVF is thought to rely on executive functioning and prefrontal lobe processes (Mueller et al., 2015) as well as phonological and orthographic cues for word retrieval (Li et al., 2017; Clark et al., 2013). Generally, it is hypothesised that SVF requires both semantic and retrieval processes whereas PVF relies only on retrieval processes (Fisher et al., 2004). However, there is conflicting research that PVF taps into the semantic network, although to a lesser extent than semantic fluency (Lezak et al., 2004; Mueller et al., 2015; Schmidt et al., 2017; Clark et al., 2013).

Bizzozero et al. (2013) investigated the extent to which SVF and PVF were related to semantic and attention processes and found evidence of semantic processes in both SVF and PVF. Nutter-Upham et al. (2008) observed a larger effect size
for the amnestic MCI (aMCI) group’s deficit on semantic verbal fluency (Cohen’s $d=0.98$) than for their deficit on phonemic verbal fluency (Cohen’s $d=0.66$), due to greater variability in phonemic verbal fluency performance. Therefore, an alternative interpretation is that their findings actually do reflect a preferential deficit on semantic verbal fluency in aMCI. Supporting these findings, imaging studies combined with factor analysis have also suggested that the PVF task is relies on both semantic and phonemic processes (Schmidt et al., 2017; Clark et al., 2013).

2.2 VF for Diagnosis

Both the Phonemic and Semantic varieties of verbal fluency are commonly used to diagnosis and monitor cognitive decline such as mild cognitive impairment (MCI) and Alzheimer’s Disease and Related Dementias (ADRD) (Marra et al., 2011; Clark et al., 2009; Gomez and White, 2006; Troyer et al., 1998).

SVF has been found to be more impaired than PVF in ADRD (Cerhan et al., 2002; Barr and Brandt, 1996; Zhao et al., 2013) and deficits in both semantic and phonemic memory have been reported. However there is conflicting research for PVF and SVF in the MCI group. For aMCI, only the SVF shows impairment (Hodges, 2006; Murphy et al., 2006; Teng et al., 2013). While other studies show decline on both the PVF and SVF task for MCI (Mueller et al., 2015; Vita et al., 2014; Nutter-Upham et al., 2008). Rinehardt et al. (2014) compared controls with aMCI, non-aMCI and AD and found that both MCI groups were less impaired on the SVF than the PVF, behaving more like controls than the AD group.

Clark et al. (2013) considered computationally-based phonemic and semantic measures when analyzing the PVF and SVF tasks in relation to gray matter correlates for HC, MCI and AD. They concluded that both tasks showed greater semantic motivations than phonemic motivation, even in the PVF task.

PVF may be a sensitive test for investigating phonemic and semantic processes but a global word count does not provide the in-depth information needed to understand the underlying cognitive processes (Gomez and White, 2006; Becker and Salles, 2016). In this paper, we apply recently developed automatic analysis techniques from computational linguistics to the PVF to obtain a better insight into the degradation of semantic and phonemic processes.

3 Previous Work

3.1 Analyzing Semantic and Phonemic Strategy for VF

Several modes of analysis have been proposed with the goal of observing the role that different cognitive strategies play throughout VF tasks.

Much work has been done on the semantic variety of verbal fluency, specifically for the animal category. Troyer et al. (1997) introduced a semantically-motivated hierarchical list of animals for determining semantic clusters. To overcome this time-intensive and subjective annotation process, previous research worked on automatically producing semantic clusters over SVF productions (Ryan, 2013; Pakhomov et al., 2015b, 2016; Linz et al., 2017b; König et al., 2018; Kim et al., 2019). For example, Pakhomov et al. (2015a) compared traditional and novel computational methods of evaluating SVF using medical imaging techniques between healthy and cognitively impaired individuals. The semantic relatedness of words was determined using latent semantic analysis of word co-occurrences from a large online corpora. This study showed that computational methods of evaluating the SVF were beneficial in understanding the relationships between the different cognitive processes.

Building off of this, Linz et al. (2017a) used neural word embeddings as a data-driven way to model semantic clustering in the SVF task. König et al. (2018) showed high correlations ($r = 0.9$) between automatically extracted clustering and switching features and clinical methods. From these clusters, several features including cluster size or number of switches between clusters were calculated to reflect cognitive processes (Linz et al., 2017a; König et al., 2018).

In addition to the SVF, Troyer et al. (1997) proposed a rule-based method for finding phonemically-related clusters of words in PVF productions. Lindsay et al. (2019) automated this rule-based method for determining phonemic clusters, and proposed three additional phonemic similarity metrics for evaluating the PVF task on healthy German students, namely the Levenshtein distance (LD), phonemically-weighted Levenshtein distance (PHON-LD), as well as position-weighted Levenshtein distance (POS-LD). Clark et al. (2013) pro-
posed another phonemic distance measure using an English pronouncing dictionary and a formula for measuring string overlap to estimate phonemic-relatedness of adjacent words over the task.

Recently, (Linz et al., 2019) considered a binning-based approach (Fernaeus et al., 2008) for the automatic analysis of the SVF. In this approach, features were calculated separately on non-overlapping, 10-second time bins, which allowed deeper investigation into the evolution of a participant’s production strategy over time. Linz et al. (2019) used temporal binning to analyse at what points in time during SVF word production HC differed from MCI and AD patients with respect to word count, transition length, and word frequency.

To conclude, while previous works introduced metrics for quantifying semantic as well as phonemic similarity in VF word productions, no comprehensive comparison of these metrics was performed on the PVF in a clinical setting. This leaves a gap between clinical theory of motivating cognitive strategies and computational methods as to how to automatically evaluate both phonemic and semantic strategy for the PVF task. To allow for a fine-grained analysis of production strategy over the course of the PVF task, we analyze semantic and phonemic distance metrics in the temporal binning framework.

### 3.2 PVF-based MCI Classification

Compared to the amount of work on HC versus MCI classification from the SVF (Linz et al., 2017a; König et al., 2018), considerably less studies have investigated this classification task using the PVF (Ryan, 2013; Lindsay et al., 2020). Ryan (2013) used logistic regression to classify between HC and MCI using only repetitions (AUC=0.53) and word count (AUC=0.5) from the PVF. Lindsay et al. (2020) reported a baseline PVF experiment between HC and MCI and reported an AUC of 0.75 using only word count on a very small dataset (8HC/19MCI). Additional temporal features lowered the classification (AUC=0.55). To the best of our knowledge, no study at the present time has investigated HC versus MCI classification with the PVF using phonemic and semantic measures.

### 4 Methods

#### 4.1 Data

The data used in this research was collected during the Dem@Care (Karakostas et al., 2017) and ELEMENT (Tröger et al., 2017) projects. Participants were recruited through the Memory Clinic located in Nice University Hospital at the Institute Claude Pompidou in Nice, France. The study was approved by the Nice Ethics Committee. All participants were native speakers of French and asked to give informed consent before participating in the study. The French data was collected in the form of speech recordings via an automated recording application installed on a tablet computer. The recordings were manually transcribed in PRAAT (Boersma and Weenink, 2009) according to the CHAT protocol (MacWhinney, 1991). Participants were asked to complete a battery of cognitive tests, including a 60 second phonemic verbal fluency task for the letter category F. Demographics for the data used are displayed in Table 1. A Mann-Whitney U test was conducted between the HC and MCI populations to check for significant differences between age (W = 1106, p-value = 0.40) and education (W = 1492, p-value = 0.08) but none were found.

### 4.2 Binning, Clustering & Global Resolutions of VF Analysis

We look at three resolutions of the verbal fluency task that have been applied to the SVF task and consider them for the PVF task: temporal binning, clustering and switching and global features. Each method provides a different resolution for looking word retrieval strategy. Temporal binning (Linz et al., 2019; Fernaeus et al., 2008) gives the finest resolution of strategy. The clustering is motivated
by clinical theory to investigate the different cognitive processes (Troyer et al., 1998). Global features are what are the current norm in clinical practice (Troyer et al., 1998; Gomez and White, 2006).

4.2.1 Binning Methods

To produce temporal bins for the PVF, we follow the methodology in (Linz et al., 2019) that was previously used for SVF. The complete 60-second PVF response is split into six 10-seconds bins. This produces a new resolution of the task from which we can then compute features. As done in (Linz et al., 2019), we include the word count as well as the average temporal distance (TD) between consecutive words. In addition, we include the average semantic distance between consecutive words as well as the averages of the three phonemic distance measures LD, PHON-LD, and POS-LD. This allows for a separate investigation of the phonemic, semantic and temporal measures that guide search processes during the span of the word production in the PVF task.

Semantic Distance (SD) We follow Linz et al. (2017a) who computed semantic similarity between two words as the cosine distance between their embedding vectors. To construct word embeddings, FastText models (Bojanowski et al., 2016) are used. For this paper, the cosine distance is used, where $\text{Cosine}_{\text{distance}} = 1 - \text{Cosine}_{\text{similarity}}$.

Levenshtein Distance (LD) Lindsay et al. (2019) used the Levenshtein distance as a measure of phonetic distance when evaluating the PVF task. They first phonetically transliterate the word using the python package epitran (Mortensen et al., 2018). They then proposed using the traditional levenshtein distance to measures the number of edits (insertions, substitutions and deletions) between consecutive words (Levenshtein, 1966). They also proposed two weighted measures of LD as described below.

Phonemic-weighted Levenshtein Distance (PHON-LD) In addition to LD, Lindsay et al. (2019) proposed a phonemically weighted version of levenshtein distance. Using the epitran package, each phoneme has a corresponding 21-length phonological vector to represents the characteristics of the sound (e.g. voice/unvoiced, front/back). When computing the levenshtein distance, they weighted substitutions as the cosine between the to phonological vectors. Insertions and deletion are still valued at 1.

Position-weighted Levenshtein Distance (POS-LD) Lindsay et al. (2019) also investigated a position weighted levenshtein distance as the distance between phonetic representations of consecutive words, weighted for position in the word. Deletions, insertions and substitutions are set weighted by exponential distribution (with $\lambda = 0.5$) at the position of the phoneme in the word.

Temporal Distance (TD) The temporal distance is defined as the time in seconds between the boundaries of consecutive words in the PVF production.

4.2.2 Clustering Methods

Clustering-based approaches for VF evaluation consist of two steps. First, the produced word sequence is partitioned into a set of clusters. Second, features (e.g. mean cluster size) are computed from the automatically produced clusters. In this study, we consider a rule-based phonemic clustering as well as an automated version of semantic clustering, and temporal clustering to investigate production. For each both phonemic and semantic clustering types, the mean cluster size and number of switches are computed.

Phonemic Clustering In the case of phonemic clustering features, we determine clusters in the word sequence following the phonemically-motivated, clinical approach from Troyer et al. (1997) that was automated by Lindsay et al. (2019). This approach uses phonemic similarity rules to determine whether subsequent words belong to the same cluster or not.

Semantic Clustering Semantic Clusters are determined as in Linz et al. (2017a). Using the semantic distance method described previously, a semantic threshold is determined for each participant by averaging the semantic distance between all words in the production. If the semantic distance between consecutive words is lower than the threshold, the words are said to be in a cluster. If the semantic distance between consecutive words is greater than the threshold, this introduces a cluster boundary.

To obtain semantic word embeddings, the pre-trained French fastText model is used. This model is trained on Common Crawl and Wikipedia corpora using the continuous bag of words (CBOW) algorithm with a negative sampling loss function. FastText models are trained at the character level using a character n-gram model. The 300-dimension
Table 2: Significance testing results between HC and MCI for the binning and clustering methods with a Mann-Whitney U test. The p-value is reported and a significance level is set at 0.05. Significant values are shown in bold type face. Standard Error (SE). Means and SE are provided to understand relationship between the groups. The top half of the table reports values for the binning analysis. The bottom half of the table reports significance results for the clustering analysis.

<table>
<thead>
<tr>
<th></th>
<th>HC Mean</th>
<th>HC SE</th>
<th>MCI Mean</th>
<th>MCI SE</th>
<th>W</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Average Over Bins</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Word Count</td>
<td>2.70</td>
<td>0.17</td>
<td>2.00</td>
<td>0.11</td>
<td>1145</td>
<td>0.002</td>
</tr>
<tr>
<td>Semantic Distance</td>
<td>0.54</td>
<td>0.12</td>
<td>0.57</td>
<td>0.12</td>
<td>584</td>
<td>0.040</td>
</tr>
<tr>
<td>Temporal Distance</td>
<td>4.25</td>
<td>0.29</td>
<td>5.96</td>
<td>0.36</td>
<td>496</td>
<td>0.002</td>
</tr>
<tr>
<td>LD</td>
<td>3.09</td>
<td>0.13</td>
<td>2.57</td>
<td>0.11</td>
<td>1125</td>
<td>0.004</td>
</tr>
<tr>
<td>PHON-LD</td>
<td>1.92</td>
<td>0.08</td>
<td>1.70</td>
<td>0.06</td>
<td>1016</td>
<td>0.060</td>
</tr>
<tr>
<td>POS-LD</td>
<td>1.66</td>
<td>0.05</td>
<td>1.49</td>
<td>0.04</td>
<td>1096</td>
<td>0.008</td>
</tr>
<tr>
<td><strong>Rule-Based Phonemic Clustering</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Cluster Size</td>
<td>4.63</td>
<td>1.74</td>
<td>4.02</td>
<td>1.57</td>
<td>1042</td>
<td>0.033</td>
</tr>
<tr>
<td>Number of Switches</td>
<td>2.51</td>
<td>1.17</td>
<td>2.19</td>
<td>0.98</td>
<td>947.5</td>
<td>0.195</td>
</tr>
<tr>
<td><strong>Automatic Semantic Clustering</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Cluster Size</td>
<td>2.81</td>
<td>0.79</td>
<td>2.63</td>
<td>0.83</td>
<td>928.5</td>
<td>0.287</td>
</tr>
<tr>
<td>Number of Switches</td>
<td>9.09</td>
<td>4.15</td>
<td>7.04</td>
<td>3.27</td>
<td>1077</td>
<td>0.014</td>
</tr>
</tbody>
</table>

4.3 Global Features

In addition to the binning features and clustering features in (Section 4.2.2), we include the traditional way of evaluating verbal fluency tasks, which computes aggregate features for the whole 60-second long word production. For an overview of all features used, please see Appendix A. The most general and widely adopted measures of verbal fluency are the word count and repetition count (Spren et al., 1991; Tombaugh et al., 1999). The word count is the count of all relevant words produced in (e.g. all words said start with the letter F), excluding repeated words. The repetition count is the number of words produce more than once.

4.4 Experiments

Statistical Analysis was done in R Studio (R Core Team, 2017). All coding experiments are implemented using python 3.7. For significance testing, a non-parametric Mann-Whitney U test for significance is always reported.

4.4.1 Comparing Strategic Processes With Binning Methods

To visualize what the strategic process over the duration of the PVF task, we plot the group averages of each feature across the bins. For overall performance, we plot the average word count and transition time by bin. To investigate semantic processes we plot the semantic distance between the words in each bin. To investigate the phonemic measures, we plot the LD, PHON-LD, and POS-LD.

In addition, we compute the bin average and standard error (se) for each group over all distance measures. A non-parametric Mann-Whitney U test for significance is reported to see if the bin averages differ between groups.

4.4.2 Classification Experiments

The classification models are created using the scikit-learn library² (Pedregosa et al., 2011).

For the classification application of these features, we focused on an early diagnostic scenario; distinguishing between healthy controls and mild cognitive impairment. To observe how age and education bias our classifier, we trained individual models on each potential bias (Nogueira et al., 2016; Petti et al., 2020). For the clinical baseline, a model was produced by training on only word count (word count) (Lindsay et al., 2020). To compare to previous work, a model was trained on number of repetitions (Ryan, 2013).

In addition to the baseline comparison experiments, we investigated individual and combined models. Four individual models were built using the features for semantic clustering, semantic binning, phonemic clustering or phonemic binning.

---

¹https://fasttext.cc/docs/en/crawl-vectors.html

²sklearn version==0.24.0 for python 3.7
To investigate the proposed analysis modes and cognitive strategies, we built four combined models; all binning features (binning), all clustering features (clustering), all semantic features (semantic), and all phonemic features (phonemic).

Finally, we investigate a model using all features (All) and compare the models performance to the proposed baselines.

**Classification Specifications** To compare these methods, the extremely randomized trees (also known as extra trees) algorithm is used to train a classifier for each experimental scenario. This algorithm was chosen due to its ability to reduce variance and lesser likelihood of overfitting on a relatively small dataset with high dimensionality. Due to the limited amount of data available (34HC/48MCI), training-testing data splits were created using leave one out cross validation to maximize the amount of training data available, while still testing on every available data point. Due to the extreme randomness of the algorithm chosen, performance metrics can fluctuate between runs. To nullify the potential of the bias effects of random initialization, the experiment is repeated 50 times. For each model, the Area Under the Receiver Operator Curve (AUC) is averaged of the 50 iterations and reported.

5 Results

Results from the experiments to investigate strategic process as described in Section 4.4.1 are visualized in Figure 1. Significance testing between the HC and MCI groups are given in Table 2

5.1 Strategic Processes

For all binning features, excluding word count, a lower average bin distance represents a higher similarity between adjacent words. Compared to the HC group, the MCI group has a lower average word count, is less semantically motivated and more phonemically related. They also have longer transition times. The MCI group also show significantly smaller phonemic cluster (p=0.03) and lower number of semantic switches (p=0.01).

5.2 Classification results

To reduce the complexity of Figure 2, baseline and combined classifications are visualized with ROC-AUC curves and additional classification experiments are reported in the text of this section.

Both the age (AUC=0.41) and education (AUC=0.24) models perform below chance. The most common clinical evaluation, word count, performs at chance (AUC=0.50). The model trained using all features (AUC=0.71) proposed in this study improves over all baselines including the previous Ryan (2013) model (AUC=0.42) by 29 points.

Not shown in Figure 2, we compare each of the semantic and phonemic process in combination with the binning and clustering methods. Semantic clustering methods (AUC=0.61) achieve similar performance when used for binning (AUC=0.64) where as phonemic features are best when combined with the binning methods (AUC=0.70) but perform poorly for clustering (AUC=0.45).

As shown in Figure 2, the combined binning methods (AUC=0.67) perform similarly to the combined clustering methods (AUC=0.64). The combined phonemic features (AUC=0.76) perform the best overall for the early diagnostic classification scenario.

6 Discussion

The phonemic verbal fluency task remains under-explored in its use for clinical assessment as well as research of MCI.

However, in this paper we show, that with state-of-the-art semantic as well as phonemic distance metrics, the PVF can reveal neurocognitive function involvement that is crucial to better assess MCI. Our data shows that with recent semantic and phonemic similarity metrics, we can capture MCI-related impairments, such as a general semantic impairment, that have also been reported in the SVF (Verma and Howard, 2012; Taler and Phillips, 2008) but not on the PVF. Our results show significantly lower semantic distance for HC responses when compared to the MCI group in the PVF task which is, by nature, phonemically motivated. In return, MCI patients show significantly lower phonemic distance. This could possibly be explained by the MCI group relying heavily on a phonemic strategy to guide their search rather than a utilizing a semantic strategy. The higher semantic distance for the MCI group could be interpreted as a structural deficit to access semantic memory efficiently as has been shown to be very prominent at all stages of AD-related dementia (Verma and Howard, 2012).

This is especially striking as one would expect
the phonemic distance to increase as more words are produced (with a larger number of words per bin, the mean distance of adjacent words should be higher). Such an increase is the case for the phonemic distance where MCI patients produce fewer words overall and are more phonemically related in comparison to HC, who produce more words and have a larger average phonemic distance over the bins. However, the exact opposite is the case for the semantic distance where MCIs produce fewer words while generating a list of less semantically related words in comparison to the HC group. This strongly points towards the conclusion that MCI patients struggle to exploit the associative network of their semantic memory.

By making neurocognitive processes visible in the PVF that are traditionally reserved for the SVF in clinical practice, the PVF becomes significantly more relevant to real-world MCI and dementia assessment. In order to support the diagnostic usage of the PVF for MCI assessment, we simulate a diagnostic decision scenario through downstream machine learning classification using the semantic as well as phonemic features in the PVF. Our results show that by using semantic and phonemic features we can improve classification results over previous clinical and automatic baselines. The all features model (AUC=0.71) outperforms both the word count (AUC=0.50) and previous work of Ryan (2013) (AUC=0.42).

Both clustering (AUC=0.64) and binning (AUC=0.67) methods of analysis perform comparatively. Both the semantic (AUC=0.65) and phonemic (AUC=0.76) measures outperform the clinical baselines (0.50). The classification results support that while the task is overall a phonemic task, semantic investigation of the PVF is relevant for future research and capable of discriminating between HC and MCI better than the clinical baseline.

As an additional finding, the machine learning task benefits from a combined binning and cluster-
Figure 2: Visualization of the ROC curve for the binary classification results between HC and MCI. Baseline methods are dashed in shades of gray. Ryan et al. 2013 is a previously published approach for comparison. Resolution modes are given in red. Strategy classifications are given in blue. The over all experiment is in green. AUC scores are given in the legend in the lower right corner. A perfect classification is 1.0. Chance is illustrated at 0.50.

7 Conclusion

This paper set out to investigate the ability of computational linguistic techniques for understanding phonemic and semantic cognitive processes of the under-explored phonemic verbal fluency task. Utilizing three resolutions of analysis, temporal binning, clustering and global measures, combined with semantic and phonemic distance measures, we found semantic impairment in a phonemic task as has been hypothesized in previous clinical research. In addition to giving a finer-resolution for understanding the PVF task, the additional phonemic and semantic features improved classification over previous clinical and automatic baselines for early dementia detection with the PVF task. Future work should investigate these measures in additional languages and possibly combine the features presented in this paper with medical imaging techniques to see if the findings can be replicated.
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### A Appendix

<table>
<thead>
<tr>
<th>Category</th>
<th>Feature Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global Features</strong></td>
<td></td>
<td><em>Measures that span over the task as a whole</em></td>
</tr>
<tr>
<td></td>
<td>Word Count</td>
<td>The total number of words excluding repetitions. Scoring system used in clinical practice</td>
</tr>
<tr>
<td></td>
<td>Number of Repetitions</td>
<td>Number of repetitions said during the task. Previously suggested in Ryan (2013).</td>
</tr>
<tr>
<td><strong>Phonemic Features</strong></td>
<td></td>
<td><em>Rule-based measures for phonemic clustering strategies proposed by Troyer et al. (1997) and automated by Lindsay et al. (2019)</em></td>
</tr>
<tr>
<td></td>
<td>Mean Cluster Size</td>
<td>Average number of words in clinical phonemic clusters</td>
</tr>
<tr>
<td></td>
<td>Number of Switches</td>
<td>Total number of switches between clinical phonemic clusters</td>
</tr>
<tr>
<td><strong>Semantic Features</strong></td>
<td></td>
<td><em>Automatic data-driven methods for determining semantically motivated clusters as proposed in Linz et al. (2017a)</em></td>
</tr>
<tr>
<td></td>
<td>Mean Cluster Size</td>
<td>Average number of words in a semantic cluster</td>
</tr>
<tr>
<td></td>
<td>Number of Switches</td>
<td>Total number of switches between semantic clusters</td>
</tr>
<tr>
<td><strong>Binning Features</strong></td>
<td></td>
<td><em>10-second binning approach for finer resolution of task proposed by Linz et al. (2019); The following features are computed for each of the six, 10-second bins.</em></td>
</tr>
<tr>
<td></td>
<td>Word Count by Bin</td>
<td>The number of words per 10 second bin</td>
</tr>
<tr>
<td></td>
<td>LD by Bin</td>
<td>Levenshtein distance per 10 second bin</td>
</tr>
<tr>
<td></td>
<td>POS-LD by Bin</td>
<td>Position-weighted Levenshtein distance per 10 second bin</td>
</tr>
<tr>
<td></td>
<td>PHON-LD by Bin</td>
<td>Phonemic-weighted Levenshtein distance per 10 second bin</td>
</tr>
<tr>
<td></td>
<td>Semantic Distance by Bin</td>
<td>Semantic Distance between consecutive words per 10 second bin</td>
</tr>
<tr>
<td></td>
<td>Mean Temporal Distance by Bin</td>
<td>The average transition time in seconds between the end of one word and the onset of the next word by 10 second bin</td>
</tr>
</tbody>
</table>

Table 3: The following features were extracted from the PVF task produced by the participants.
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Abstract

Vent is a specialised iOS/Android social media platform with the stated goal to encourage people to post about their feelings and explicitly label them. In this paper, we study a snapshot of more than 100 million messages obtained from the developers of Vent, together with the labels assigned by the authors of the messages. We establish the quality of the self-annotated data by conducting a qualitative analysis, a vocabulary-based analysis, and by training and testing an emotion classifier. We conclude that the self-annotated labels of our corpus are indeed indicative of the emotional contents expressed in the text and thus can support more detailed analyses of emotion expression on social media, such as emotion trajectories and factors influencing them.

1 Introduction

Social media platforms are being widely used by people to express their feelings. While some such platforms are generic in their purpose (e.g., Twitter), others have specific goals, such as connecting with people with similar health issues (e.g., PatientsLikeMe\textsuperscript{1}). Vent\textsuperscript{2} belongs to the latter class of platforms: its stated goal is to encourage people to express and share their feelings. Vent enables people to post messages expressing their own feelings and to react to posts from others. Interestingly, Vent requires people to label their posts with the emotion they feel at the time of posting. The platform thus provides us with an opportunity to study, at scale, how people express emotions, to what emotions they react, how emotions change over time, and what factors influence their trajectory.

Vent data is self-annotated for emotion, which is of particular interest to us. Studies on emotions in social media often derive labels from texts, either with the help of annotators, or using sentiment analysis techniques (see, for example, reviews of annotated datasets by Bostan and Klinger (2018); Mohammad (2020)). We note, however, that information that external observers (annotators or algorithms) can extract from a text may not be sufficient to reliably identify the affective state of the text’s author at the time of posting. This could be because the texts are too short to provide enough context, are ambiguous, or require extra-textual context to interpret. Even when richer context is available, external observers may not necessarily assign a definitive affective label to a text. For example, psychological construction theory (Barrett, 2006) states that emotion labels are a result of categorisation of the current state of the organism, in the current context; consequently, the same episode may be categorised differently by the person who experiences it and by an outside observer. Given this, self-assigned affective labels may provide a more direct access to a person’s emotional state than labels attributed after the fact.

Our ultimate goal is to study emotion trajectories (on social media) and the factors that affect them, potentially leading to the automatic identification of mental health issues. However, before we can employ data such as that provided in Vent to study emotion sharing and changes in emotions, we must establish whether the self-annotated labels are reasonable indicators of emotional states. This is because, even with self-assigned labels, there are concerns that may arise: for example, the label choice may be a byproduct of poor user interface design. Establishing that the labels are reasonable is thus our central aim in this paper. We conduct a multi-step analysis of the Vent data, showing that we can use this kind of data to study how people express their feelings and how people react to them.

\textsuperscript{1}https://www.patientslikeme.com/
\textsuperscript{2}https://www.vent.co/
The rest of the paper is structured as follows. We begin with a short summary of related research in Section 2. This is followed by a description of the Vent platform and the data we have from it in Section 3. We describe the data selection steps in Section 4. We then present the analysis steps we have taken to ascertain that the labels adequately reflect the affective states expressed in the texts in Section 5. Section 6 concludes this paper and outlines future research directions.

2 Related Work

There is a growing number of datasets annotated with affect information. Many of these are annotated by experts or via crowdsourcing and fall out of the scope of our work. Instead, we refer the reader to the surveys by Bostan and Klinger (2018); Mohammad (2020).

To the best of our knowledge, self-annotated affective datasets are rare; the reviews by Bostan and Klinger (2018); Mohammad (2020) mention only one such dataset. ISEAR (“International Survey on Emotion Antecedents and Reactions”) is a self-labelled affective dataset created by Scherer and Wallbott (1994). It was collected by administering a questionnaire, in which people were asked to describe recent experiences of one of the seven emotions (Anger, Fear, Joy, Sadness, Disgust, Shame, Guilt) and to answer questions about their physiological and psychological state during these emotion episodes. Overall, roughly 3,000 people from 37 countries completed the questionnaire, providing 7,666 textual descriptions. In comparison, our dataset contains considerably more data.

A more widely used approach to produce emotion annotation without using experts is to rely on distant supervision — for example, treating Twitter hashtags like #happy or #sad as self-assigned emotion labels. Examples of datasets constructed with distant supervision include those by Mohammad (2012); Roberts et al. (2012); Wang et al. (2012); Qadir and Riloff (2013); Mohammad and Kiritchenko (2015); Volkova and Bachrach (2016); Abdul-Mageed and Ungar (2017). Emotion classifiers using these datasets are reported to perform well: the best results thus far were produced by Abdul-Mageed and Ungar (2017), who used a Gated Recurrent Neural Network (GRNN) classifier on 1.6 million tweets labelled with emotions from Plutchik’s categorisation (Plutchik, 1980) and reached an averaged F1-score\(^3\) of 0.9568.

Lykousas et al. (2019) used web-scraping techniques to collect 33 million messages from the Vent platform, from around 1 million users with public profiles (meaning that anybody on the platform could see these posts). They presented a broad descriptive exploration of these data, along with an analysis of emotions in texts and user networks, but they did not investigate the quality of the annotations. In comparison, our dataset is directly provided via a 2019 data science partnership with Vent.

Our data includes all posts (anonymised for this research). Our goal here is to assess the alignment between affect in self-assigned affective labels and texts.

3 Vent and its Dataset

Vent advertises itself as a platform to “Express your feelings and connect with people who care”. Vent is thus specifically geared towards sharing one’s emotions, unlike Twitter or Facebook, which support many other activities. This makes Vent particularly interesting for investigating emotion expression on social media. Users (venters) register anonymously, with only an email address. Once registered, they can create short text messages (vents), read messages by other venters and react to them, using comments or interactions (short predefined reactions, for example, “HUG”, “LOL”, or an emoji).

Vent’s creators have given us access to the data from the platform over a 5-year period, from the late 2013 until the end of 2019, as part of a collaborative project to study mental health.\(^4\) Overall, the raw dataset contains over 107 million vents, from close to 1.5 million users, including both public and private posts, along with additional types of information, namely comments, interactions, follower/followee links and the information on discussion groups. Due to ethical and privacy concerns, the dataset is not publicly available.

Vent’s labels\(^5\) are arranged in a two-level hier-

\(^3\)A classification performance metric, which takes into account both the classifier’s accuracy on the target class (Recall), and its ability to avoid classifying non-target examples as target (Precision). It is defined as a harmonic mean of Precision and Recall; its worst value is 0 and its best value is 1 (Chicco and Jurman, 2020).

\(^4\)The project was approved by the CSIRO ethics committee; reference number 165/19.

\(^5\)For clarity, we will use different fonts to refer to Vent’s label categories (e.g., Sadness) and real affective states (e.g., sadness).
At the top level, there are 85 emotion categories, which we can categorise into these 5 groups:

**Affective states.** This group contains the following 9 categories: Affection, Anger, Creativity, Fear, Feelings, Happiness, Positivity, Sadness, Surprise.

**Dates.** There are 46 categories linked to dates and seasonal events, such as Autumn, Ramadan, Paralympics, etc.

**Groups of people.** There are 13 categories in this group, e.g., Women, HM, Pride'18, etc.

**Character/Role/Imaginary content.** This group contains 7 categories related to fictional and imaginary topics such as Vampire, Star Wars.

**Miscellanea.** There are 10 categories of miscellaneous nature, e.g., Candy, Gaming.

The nine categories related to affective states are always available to the users. All other categories generally have to be paid for individually, although they can become temporarily available for free on special occasions (e.g., on Halloween).⁶

At the second level of the hierarchy, there are 1,187 labels. Figure 1 shows examples of labels within a subset of the 9 always available categories.

When users want to create a message, they first go through a labelling interface: all labels from a given category are presented on a single screen, and swiping the screen to the left or right switches between label categories. The name of the current category is not shown to the users by default and is only indicated by the background colour of the screen. It becomes visible if one taps on the scrolling control.

In the current version of Vent, when users create a new vent, their label choice screen starts with the label category from their most recent vent. This might introduce biases to the data: for example, users may just proceed with the first choice they see (e.g., if they need to share some intense emotion experience and accurate labelling is not important to them at the moment). We also note that people have to select a single label. Finally, the inventory of labels is pre-defined. In some situations, this may cause people to choose a label that does not exactly match their current dominant state.

### 4 Data selection

For our analyses, we restrict our data to the vents that correspond to the following six high-level categories, which we call “core categories”: Affection, Anger, Fear, Happiness, Sadness, and Surprise. These labels are always available to the users. Importantly, out of all Vent’s categories, they are most easily interpretable in terms of affective states. Many psychological accounts of human emotion repertoire include some or all of these categories (see, e.g., Table 1 of Ortony and Turner’s (1990) publication); and they map one-to-one onto Shaver et al.’s (1987) classification. Vents with these labels account for 45.4% of the total number of vents.

In addition, we exclude the following categories of users:

1. **Official Vent account.** Vent has an official account, which consists mostly of a) questionnaires about experiences on Vent; b) technical information (e.g., planned maintenance) and c) discussion of possible/existing label categories.

2. **Robots.** The following heuristic was used: a user is a robot if (1) they created at least 100 messages within a day, (2) they posted vents on no more than 10 distinct dates, and (3) at least 99% of the vents were posted within a single day. Using this rule, we discovered 258 users, who created 187,063 messages. A manual analysis suggested that our heuristic is satisfactory: only 1 of 30 randomly selected users in this subset was not a robot. One additional robot account with 10,219 vents not satisfying the heuristic criterion was further excluded during manual exploration.

3. **Users with fewer than 20 vents.** The purpose of this filter was to ensure that the users we include have at least some experience in using the app.

The resulting dataset contains 45,194,018 vents from 372,662 users. It is used for the qualitative analysis in Section 5.1.

For the more detailed automated analyses in Sections 5.2–5.4, we further subset these data in the following way. Most categories contain labels which...
are less clearly connected to affect or only used rarely (e.g., “Independent” or “Viva” in Anger in Figure 1) — we exclude them from consideration. Next, we sample 1.8 million vents per core label category, filtering out (a) vents only containing words “null”, “test” or “testing”; (b) tag memes. Tag memes are explained in Section 5.1 and are identified with a regular expression. Finally, we exclude non-English vents, as identified by the langid tool, which removes approximately 7% of the messages. The resulting subset contains 1.5–1.6 million messages per label category; we will refer to it as “the reduced dataset”.

5 Assessing the alignment of the labels and the texts

To ascertain the alignment between the text and the labels, we conduct the following analyses:

1. A qualitative analysis, conducted manually on a subset of the data in order to identify potentially non-affective uses of the labels;

2. A vocabulary-based analysis, in which we gather statistics on the presence of emotionally loaded words in the vents using word-emotion associations;

3. An emoji-based analysis, in which we examine the top 10 emojis in each label category of interest; and

4. A text-to-label machine learning classifier analysis, in which we train a BERT model to establish whether textual information beyond simple keywords helps to differentiate between individual label categories.

We use these four methods to establish that the self-annotated labels do indeed reflect emotional state. The methods are complementary. The qualitative analysis attempts to capture idiosyncratic uses of labels, which may be hard to anticipate and thus hard to analyse automatically. The vocabulary-based and emoji-based analyses establish whether individual emotion-loaded tokens in the texts are congruent with the labels. Finally, the classification approach allows the exploration of the connection between entire texts and their labels, capitalising on context beyond individual tokens. These analyses are described below.

5.1 Qualitative analysis

During an initial data exploration, we found the following cases of non-affective uses of the labels:

1. **Vents with “default” labels.** Some people choose default labels for their vents, occasionally stating reasons for doing this: for example, liking the colour of a specific category or being too lazy to chose a label for every vent.

2. **Vents from bio accounts.** Vent allows users to add biographical information to their accounts; however, some users create separate dedicated accounts just to post messages containing such information. Posts in these accounts include not only demographic facts, but also topics of interest, and guidelines for followers (describing who should or should not follow).
3. **Tag memes**: We observed the occurrence of user-generated questionnaires on a wide variety of topics (e.g., “What kind of vent user are you?”, “common fears”). Vent users refer to them as “tag memes”. Such questionnaires often follow a specific template, so we could identify them based on a regular expression. A manual analysis of 100 messages identified using the regular expression we employed showed that 18 of them were not tag memes.

To assess the relative presence of the above non-affective uses of the labels, we inspected 1,000 randomly selected vents from the dataset (after applying the filters described in Section 4). The sample did not contain instances of people mentioning default emotions. The sample contained 4 tag memes (0.4% of the sample), and only 1 vent from a bio account. We therefore conclude that clearly non-affective uses of labels are rare.

### 5.2 Vocabulary-based analysis

After performing the qualitative analysis, we consider emotionally loaded words present in the texts. The data used for this analysis is a sample of 1.5 million vents per category from the reduced dataset, to have a balanced distribution across categories.

The emotionally loaded words are obtained from the NRC Emotion Lexicon (henceforth, EmoLex) (Mohammad and Turney, 2012). EmoLex is one of the largest emotion lexicons. It contains 14,182 words and indicates whether they are associated with one of 10 affective states: Plutchik’s eight (Plutchik, 1980), plus “positive” and “negative”. Each word can be associated with any number of affective states.

For this analysis, we only consider EmoLex words associated with at least one specific emotion, excluding words which only have generic associations with positive and/or negative affect. This results in 4,463 unique words out of 14,182 and 8,265 word-affect association pairs. Around 70% of the vents have words from this set.

Table 1 shows the lexicon coverage per label category. Within all label categories, except Surprise, words related to a corresponding emotion\(^9\) are found in the largest proportion of vents. For example, if we consider vents labelled with Anger (second column of Table 1), EmoLex words related to anger are found in the largest proportion of these vents. Such associations also hold at the more general level of emotional valence (positive vs. negative affect): within a given label category, EmoLex words associated with emotions of matching valence are generally found in a larger proportion of vents: e.g., within Sadness, more vents contain words related to anger, fear and sadness than to anticipation, joy and trust.

Conversely, if we examine what Vent category has the largest percentage of words from a determined EmoLex emotion category (by analysing Table 1 row by row, instead of column by column), we observe that closely related categories are most likely. For example, if we know that a vent has sadness-related words, it is most likely to be labelled with Sadness. This pattern holds in virtually all cases when there exists a one-to-one mapping from an emotion to a Vent category, with only two exceptions: EmoLex words associated with joy are most likely to be found in Affection vents, and EmoLex words associated with surprise are most likely to be found in Affection and Happiness vents. A similar pattern is observed for emotion valence: for example, words associated with anger are most likely to be found in vents labelled with any category with negative valence: Anger, Fear, Sadness. These results suggest

\(^9\)Vent category of Affection does not have a corresponding emotion in EmoLex, but arguably, joy is the closest option. Plutchik considered love to be a combination of joy and trust (e.g., see (Plutchik, 1980, p.21)); “trust” is called “acceptance” in the reference, and interestingly, high proportion of Affection vents have words related to these emotions.

<table>
<thead>
<tr>
<th>Vent label category</th>
<th>Af</th>
<th>An</th>
<th>Fe</th>
<th>Ha</th>
<th>Sa</th>
<th>Su</th>
</tr>
</thead>
<tbody>
<tr>
<td>anger</td>
<td>24</td>
<td>42</td>
<td>34</td>
<td>23</td>
<td>34</td>
<td>27</td>
</tr>
<tr>
<td>anticipation</td>
<td>37</td>
<td>33</td>
<td>38</td>
<td>40</td>
<td>32</td>
<td>33</td>
</tr>
<tr>
<td>disgust</td>
<td>21</td>
<td>38</td>
<td>30</td>
<td>21</td>
<td>30</td>
<td>24</td>
</tr>
<tr>
<td>fear</td>
<td>23</td>
<td>38</td>
<td>39</td>
<td>23</td>
<td>36</td>
<td>27</td>
</tr>
<tr>
<td>joy</td>
<td>47</td>
<td>30</td>
<td>30</td>
<td>42</td>
<td>30</td>
<td>32</td>
</tr>
<tr>
<td>sadness</td>
<td>25</td>
<td>40</td>
<td>38</td>
<td>23</td>
<td>42</td>
<td>28</td>
</tr>
<tr>
<td>surprise</td>
<td>24</td>
<td>21</td>
<td>22</td>
<td>24</td>
<td>21</td>
<td>20</td>
</tr>
<tr>
<td>trust</td>
<td>39</td>
<td>35</td>
<td>35</td>
<td>40</td>
<td>32</td>
<td>35</td>
</tr>
<tr>
<td>any</td>
<td>69</td>
<td>72</td>
<td>71</td>
<td>69</td>
<td>68</td>
<td>66</td>
</tr>
</tbody>
</table>

Table 1: Percentage of vents having at least one word associated with a given emotion. ‘Any’ – proportion of vents with at least one word associated with any emotion. Af – Affection, An – Anger, Fe – Fear, Ha – Happiness, Sa – Sadness, Su – Surprise. Maximum values in each column (excluding the ‘Any’ row) are highlighted in bold.
that when people use words associated with a given emotion, they are more likely to choose the corresponding Vent label.

5.3 Emoji based analysis

The previous section showed that the data was consistent with the EmoLex resource. We perform a similar analysis with emojis, which are not included in EmoLex, checking to see that these distant supervision labels are generally consistent with the self-annotated labels. We carry out a separate analysis of the most used emojis, using the same dataset of 1.5 million vents per label category. Emojis were identified using the emoji\textsuperscript{10} and emot\textsuperscript{11} Python libraries.

Figure 2 shows that the use of emojis is congruent with the category. For example, the top 10 emojis in Affection contain more hearts than any other category; and emojis indicating angry faces only appear in the top 10 list for Anger. We can observe the same at the level of affect valence as well. For example, the " : ( " emoticon does not appear in the top 10 list for Affection and Happiness; hearts do not appear in the top 10 list for Anger, Fear and Sadness (with the exception of the broken heart in Sadness).

This analysis of the use of emojis per Vent category is consistent with the vocabulary-based analysis of the previous section.

5.4 Emotion classification

Our final analysis to assess the alignment of the labels and the texts has been conducted by training a neural emotion classifier with the Vent data, and observing the results on a separate test data, also drawn from the Vent data. The rationale is that, if the classifier can identify the labels, then these labels are used in a consistent way. Of course this does not indicate per se that the self-annotated labels are correct, because there might have been a bias in the labelling process which has been captured as a pattern picked by the classifier. But combined with the analysis described in the previous sections, good classification results would give additional evidence for the validity of the self-annotated data.

For the classification data, we create 5 random subsets with 500,000 + 50,000 + 50,000 vents (train-dev-test) per category, each time sampling from the reduced dataset. All texts are lowercased.

We use two simple classifiers as baselines. In the first one, labels are simply chosen at random from Vent’s core categories. This classifier produces Precision of 0.17, Recall of 0.17 and F1-score of 0.17 for all classes. The second classifier is based on EmoLex. For each vent in our sample, we predict the EmoLex emotion associated with the largest number of words in this vent. Ties (including cases where vents contained no words from EmoLex) are broken at random. As Vent’s Affection does not map directly onto EmoLex emotions, we exclude it from consideration in this particular analysis. The classification results generally improve over the random baseline, but the gains are small: the macro F1-score ranged from 0.189 to 0.192, with a mean of 0.190 and a standard deviation of 0.001. The F1 scores by class averaged across all five runs are given in Table 2.

Finally, we use a BERT-based model (De-
Table 3: BERT-based models. F1-score by class: mean value (stddev) across the five runs.

<table>
<thead>
<tr>
<th>Label category</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Affection</td>
<td>0.62</td>
<td>0.65</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Anger</td>
<td>0.57</td>
<td>0.57</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.004)</td>
<td>(0.000)</td>
</tr>
<tr>
<td>Fear</td>
<td>0.54</td>
<td>0.49</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.005)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Happiness</td>
<td>0.58</td>
<td>0.59</td>
<td>0.58</td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td>(0.004)</td>
<td>(0.005)</td>
</tr>
<tr>
<td>Sadness</td>
<td>0.54</td>
<td>0.60</td>
<td>0.56</td>
</tr>
<tr>
<td></td>
<td>(0.005)</td>
<td>(0.000)</td>
<td>(0.004)</td>
</tr>
<tr>
<td>Surprise</td>
<td>0.52</td>
<td>0.47</td>
<td>0.49</td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td>(0.004)</td>
<td>(0.004)</td>
</tr>
</tbody>
</table>

The model’s standard lexicon is manually augmented with emojis, using emoji2vec pre-trained embeddings (Eisner et al., 2016). We use the following hyperparameters. The maximum sequence length for the BERT tokeniser is set at 128. The learning rate is $3 \cdot 10^{-5}$. The batch size is 512 (spread over 4 GPUs). The number of epochs is 2, with checkpoints every 150 batches. The best checkpoint (as measured by macro F1) is saved.

We train a separate model on each random subset. Macro F1 score ranges from 0.560 to 0.562, with a mean of 0.561 and a standard deviation of 0.001. Table 3 shows F1-score by class, and Figure 3 shows the confusion matrix for the model’s predictions; in both cases the values are averaged across the five runs.

The BERT-based classifier has improved performance, indicating that context over and above emotionally loaded keywords contains considerable amount of information benefiting classification. With respect to the alignment between labels and texts, the results are consistent with the results of the vocabulary-based and emoji-based analyses (Figure 3). The correct label is predicted most frequently. Incorrectly predicting a label referring to the emotion of similar valence is more likely than predicting a label of the opposite valence: e.g., when the true label is Happiness, Affection is a more likely incorrect prediction than Anger, Fear or Sadness. As before, the category of Surprise appears to be less clearly connected with the texts properties: the classifier made the biggest number of mistakes on it, and these mistakes were relatively evenly spread across the other 5 categories.

To better understand the classifier’s performance, we visually inspect 60 random sentences (10 per label category) in which the classifier made a wrong prediction. Given that the variability between the models in the five runs is small, we only examine predictions from a single model with the best macro F1 score. Table 4 shows the results. As recommended by Benton et al. (2017), all specific examples are rephrased to protect users privacy. In the majority of the vents (45), the label assigned by the classifier is consistent with the text. Common reasons for the mistakes include lack of context which would allow to clearly differentiate between several possible affective states (e.g., Affection and Happiness, or Anger and Sadness); multiple emotions clearly expressed in the text (in some cases the classifier did capture one of the emotions, while the label reflected another). In a minority of cases, it is not immediately clear whether the labels fit the text (8 cases). In two such cases, the orthography is quite severely affected. In four cases, the Vent label hierarchy is to blame: the lower level label matched the sentence, but the category it be-

12bert-base-uncased from the HuggingFace Transformers library (Wolf et al., 2019).
Table 4: Analysis of 60 random examples in which there is a mismatch between the gold label existing in Vent and the automated label assigned by the classifier. “No context” — not enough context to assign a label, given just text. “Both” — both the gold and the automated label fit the sentence, and (a) “Both conceivable” — it is hard to choose between them; (b) “Gold better” — the gold label appears a better fit; (c) “Automated better” — the automated label appears to be a better fit. “Gold only” — only the gold label fits. “Automated only” — only the automated label fits. “Neither” — neither the gold nor the automated labels fit. Examples are accompanied by the gold label (in bold) and the automated label.

<table>
<thead>
<tr>
<th>Type</th>
<th>Count</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>No context</td>
<td>3</td>
<td>(1) “Ahaa” <em>(Anger; Affection)</em></td>
</tr>
<tr>
<td>Both</td>
<td>45</td>
<td></td>
</tr>
<tr>
<td>Both conceivable</td>
<td>26</td>
<td>(2) “It seems I am always the problem” <em>(Anger; Sadness)</em></td>
</tr>
<tr>
<td>Gold better</td>
<td>10</td>
<td>(3) “Nowadays movies are very strange” <em>(Surprise, Happiness)</em></td>
</tr>
<tr>
<td>Automated better</td>
<td>9</td>
<td>(4) “Why can’t I fall asleep. It’s always this way, I want to sleep and not be stressed. Everything is going to be even worse tomorrow. I just wanna f***ing sleep... [several more similar sentences]” <em>(Fear; Anger)</em></td>
</tr>
<tr>
<td>Gold only</td>
<td>4</td>
<td>(5) “This crazy woman told me to stop watching animes and study instead. My animes have more culture than you.” <em>(Anger; Happiness)</em></td>
</tr>
<tr>
<td>Automated only</td>
<td>2</td>
<td>(6) “I hate friends who do what you ask them not to. If I tell not to look at me, f<em><strong>ing don’t. F</strong></em>ING LISTEN TO ME” <em>(Fear; Anger)</em></td>
</tr>
<tr>
<td>Neither</td>
<td>6</td>
<td>(7) “Can’t wait until the evening, I do need some time for myself” <em>(Fear; Happiness)</em></td>
</tr>
</tbody>
</table>

longed to did not. One example is the vent “I am leaving tomorrow, this is sad, but also a relief, as I am tired and want to be home.” — the lower level label is “Stressed”, which is congruent with the text; however this label falls under Fear category, which is a worse fit for the message.

The model performance, and consistency with the vocabulary and emoji analysis performed in Sections 5.2–5.3, gives further evidence that the affective information contained in vents is congruent with the assigned labels.

6 Conclusions

In this paper, we have presented an analysis of the quality of self-annotated emotion data from the Vent platform, which is specifically focused on emotion sharing. Our results suggest that self-assigned labels in Vent have a reasonable degree of connection to the affective states expressed in the texts. A qualitative analysis of the vents and their labels indicates that labels which are not meant to communicate affect are rare. A vocabulary-based analysis based on EmoLex shows that Vent labels align with affect polarity of the texts, and that words associated with a certain EmoLex emotion are most frequently encountered in vents in the corresponding Vent category. The top 10 emojis in each category are consistent with the category label. Finally, a BERT classification model can predict correct labels most often, and the classification mistakes often preserve emotion valence. Overall, we conclude that self-assigned labels produced in a non-controlled naturalistic setting can be used as a reasonably accurate representation of the author’s affective state, and thus can support more complex analyses of emotions in social media.

Our analyses focused on the assumption that each text conveys one dominant emotion which may or may not be congruent with the assigned label. We adopted this approach as a first step, allowing us to explore simple models matching the structure of the data (one message – one label). This is an oversimplification, as suggested by examples such as (4) in Table 4 or the earlier example about going home (“this is sad, but also a relief”). Several emotions may be expressed in a
single text, either because the emotional state of the author evolved during the writing of the message, or because the author had mixed emotions (e.g., Larsen and McGraw (2014)). As Vent only allows one label per message, the presence of vents containing mixed emotions could lower the observed alignment between the labels and the texts. Thus, understanding whether and how mixed emotions are expressed in naturalistic data such as those from Vent would be important in this line of research, and we may explore it in our future work.

One particular research direction we are currently exploring is tracking the changes in reported emotion over time, the factors influencing these changes, and the connection of these properties with mental health well-being.
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Abstract

We introduce a large set of Hebrew lexicons pertaining to psychological aspects. These lexicons are useful for various psychology applications such as detecting emotional state, well-being, relationship quality in conversation, identifying topics (e.g., family, work) and many more. We discuss the challenges in creating and validating lexicons in a new language, and highlight our methodological considerations in the data-driven lexicon construction process. Most of the lexicons are publicly available, which will facilitate further research on Hebrew clinical psychology text analysis. The lexicons were developed through data-driven means, and verified by domain experts, clinical psychologists and psychology students, in a process of reconciliation with three judges. Development and verification relied on a dataset of a total of 872 psychotherapy session transcripts. We describe the construction process of each collection, the final resource and initial results of research studies employing this resource.

1 Introduction

A lexicon is the vocabulary of a domain of knowledge, and can be a valuable tool in the analysis of many psychological tasks. For example, in detecting clients’ mental states, emotions and symptoms (Guntuku et al., 2017; Trotzek et al., 2018).

Lexicons are especially advantageous when data is scarce. Often in psychotherapy research, few samples are available in clinical trials, and confidentiality limits sharing of data. Scarcity of data is particularly challenging in less common languages like Hebrew. Recent data-hungry models are not practical in such cases where data is small, while other approaches, applying the use of lexicons, are more effective for predictive abilities. Moreover, lexicons can be shared across studies and serve as clinical markers (e.g., Al-Mosaiwi and Johnstone, 2018).

Additionally, through their simplicity, lexicons enable easy interpretation of results. They can be elaborate for indicating psychological states within text, e.g., in accordance to the frequency of specified terms within a passage (Tausczik and Pennebaker, 2010).

Lexicons are widely used in research and industry due to their proven effectiveness and ease of use. There are several psycho-linguistic lexicons, amongst them the Linguistic Inquiry and Word Count (LIWC) (Pennebaker et al., 2015), Vader lexicon (Hutto and Gilbert, 2014), NRC-Sentiment-Emotion-Lexicon (Mohammad and Turney, 2013), MRC (Coltheart, 1981), and DLATK (Schwartz et al., 2017), however no valid psycho-linguistic lexicon for Hebrew exists.

Several approaches are generally employed for developing lexicons. One prevalent method involves judging collected words with domain experts (Pennebaker et al., 2015) or with crowdsourcing (Tanana et al., 2016). There are also various methods for translating existing lexicons from other languages (e.g., triangulation-based, machine translation and then manual fine-tuning). However lexicon translation tends to be impractical since direct translation leads to incomplete or wrong results (Massó et al., 2013). In particular, the Hebrew language poses many word-level translation obstacles due to its morphologically-rich form and ambiguous orthography (as outlined in Section 2).

We describe the development of a collection of Hebrew psychological lexicons that were created between the years 2018 and 2021. We utilize a base dataset of 872 psychotherapy session transcripts, described in Section 3, to either validate or extract words for the lexicons. The first set of lexicon collections (Section 4) are devised by domain experts, and verified using the base dataset. The word lists in the second set (Section 5) are fully automatically generated.

A large collection of Hebrew NLP resources are available at https://github.com/NLPH/NLPH.
While methods for translating existing lexicons from other languages have been exploited before, lexicon translation yields wrong categorization of words (Massó et al., 2013). This is particularly the case when involving morphologically rich languages, and is also due to word ambiguity and cultural influence on languages.

In Hebrew, like in other Semitic (e.g., Arabic) and Indo-European languages (e.g., Spanish, Dutch), there are inflections and verb conjugations that have no direct conversion in English. Van Wissen and Boot (2017) address the problem by converting each word in a lexicon to its lemma (i.e., canonical form) and then using an existing list to expand to the various linguistic conjugations. In Hebrew it is possible to retrieve all the different inflections and verb conjugations for many words using specialized linguistic lexicons, such as the MILA lexicon (Itai and Wintner, 2008). Even so, it is not always the case that all forms of a word should be included in the same lexicon. For example, in the emotion variety lexicon collection (Section 4.2), the word רגע ‘ragua’ (relaxed) appears in the not-nervous lexicon and תרגע ‘targia’ (calm down) appears in the not-guilty lexicon, sharing the same root form but having different semantic emotional classification.

In addition, there may be situations of ambiguity in which words with completely different meanings are mapped to the same lemma, e.g., the words (1) חייל ‘chil’ (soldier) and חייל ‘chama’ (sun) have the same orthographic lemma; (2) העש ‘dashot’ (contact lenses) and בעש ‘adashim’ (lentils) have the same orthographic lemma רעש ‘adasha’, thus adding noise to the directly-translated lexicon.

Furthermore, when expanding a lexicon around a word, ignoring diacritics often yields ambiguous forms. For example, while the word אוכל ‘achla’ (cool) is in the positive emotion lexicon (Section 4.1), without diacritics the optional base forms are אוכל ‘ichel’ (wish), אוכל ‘chila’ (to make ill), אוכל ‘achla’ (cool) and תהל ‘chala’ (to become ill), having different emotional polarity. Then, each of these words is also expanded with all their inflections, e.g., שה ‘chaliti’ (I became ill), adding up to hundreds of words to the wrong lexicon.

Table 1: A summary of the presented lexicons and word lists.
Another problem is that there are lexicon types whose translation is not straightforward. For example, the I words lexicon in LIWC is a small set of 12 distinct words (e.g., I, me, mine) (Tausczik and Pennebaker, 2010) and can be used to count the frequency of all the occurrences of first-person mentions in a given text passage in English. However, Hebrew’s morphological system preclude such word-counting method for seeking “I words” in the text passage, as the first-person status is often realized morphologically, and may appear on many word forms. Hebrew words follow a complex morphological structure, with both derivational and inflectional elements, that can encode gender, number, tense, person, possessive and nongrouping. For example, האב (I loved), אמה (I will love), אהבה (I love), אוחי (I loves), און ‘ahuvi’ (my love), האהבה ‘ahuvi’ (my love). Therefore, preprocessing of syntactic and morphological parsing is a critical phase for extracting the relevant details (e.g., the first person singular counts).

Lastly, the ambiguous interpretation in different languages makes out-of-context translation impossible. For example, the word ‘dear’ will be translated in Hebrew to the word יקר ‘yakar’, but יקר ‘yakar’ also means ‘expensive’. While ‘dear’ in LIWC is a word with positive polarity, ‘expensive’ is not. We cannot assume that if a resource is valid in language A, then its translation into language B will necessarily give us a valid resource in language B.

Relatedly, language is strongly culturally influenced, and a word may be categorized differently across languages and cultural context in terms of human psychology, especially around emotion or sentiment (Wierzbicka, 1985). For example, the color green, will refer to jealousy and envy in some cultures: “green-eyed monster” was first used by William Shakespeare about jealousy. There are proverbs in Hebrew that associate envy to the green color: “green with envy”. In addition, in Hebrew ירק (’yarok’ green) can be used as a mockery of a person with no experience in his or her field, like an unripe fruit, especially used in the military context—a recruit. In contrast, green serves as a religious/sacred symbol in Islam as Muhammad’s favorite color. (See also cultural differences in a study that examined the relationship between colors and emotions by Hupka et al., 1997.)

3 Base Dataset Description

All our lexicons rely on a dataset^4 of a total of 872 psychotherapy session transcripts from 74 different client-therapist dyads (pairs) consisting of a total of about 5 million tokens—100 thousand word types (unique words). All sessions are labeled with psychological analysis information that assists in generating a lexicon and/or verifying one. We infer relevant session-level labels from questionnaires filled by the participants at each session: (1) clients self-reported their well-being, measured using the ORS questionnaire (Miller et al., 2003), which is considered to be an indicator for progress in treatment; (2) therapists and clients reported on interpersonal relational events that occurred during a session, corresponding to tensions or breakdowns in their collaborative relationship (alliance ruptures), measured by the PSQ questionnaire (Murran et al., 2004); (3) therapists and clients reported emotional states measured by the POMS questionnaire (McNair, 1992).

4 Lexicons Based on Expert Knowledge

The approach employed for creating the following lexicons is inspired by that of Pennebaker et al. (2015), specifically via a three-judge (domain experts) reconciliation procedure for admitting words into a lexicon.

4.1 Valence (Positive and Negative)

A fundamental aspect to consider in psychological analysis is detecting positive and negative emotion. With regards to clinical text analysis, words identified as emotionally positive or negative have been shown to correlate to clinical conditions (Morales et al., 2017).

To create the positive and negative emotion lexicons, we collected the 2000 most frequent words (including stop words) from our base data as candidates. We found that these 2000 most frequent words cover 86% of all tokens in all transcripts. Three judges independently rated whether each word should be categorized as generally having a positive and/or negative emotion, after which a reconciliation process was conducted to resolve conflicting decisions. Initial Fleiss’ Kappa (Fleiss, 1971) for interrater agreement was 0.54 (moderate

---

^4See the appendix for more details about the participants, demographics information, treatment, transcriptions, questionnaires and ethical concerns.
agreement) and the final was 0.95, indicating almost perfect agreement (Landis and Koch, 1977). The main changes following the reconciliation process was (1) the addition of words with low polarity/confidence e.g., the word אבלא ‘abal’ (but) was added in the second phase to the negative list; (2) the correction of errors and mistakes e.g., the word יוקי ‘okay’ (OK), was included in the positive list while the word יוקי which is the same meaning ‘okay’ (OK), was not included; (3) better agreement on ‘mixed emotion words’ that evoked both positive and negative emotions (8.7% e.g., mother, feeling, power) compared to words evoking any emotion (73% e.g., also, like, type). There were no words with hard disagreement, i.e., where at least one of the judges marked the word as positive only and another judge marked it as negative only. In total, the lexicons contain 200 positive and negative emotion word types. To avoid ambiguities and encourage uniformity between future studies, we released only one version of lexicons (majority of two judges excluding mixed emotion words).5

Based on the two lexicons, we calculated the number of positive and negative emotion words within each session transcript (an hour of conversation) in the dataset. On average, there were 185 positive emotion words and 327 negative emotion words per session. 15% of the all tokens in the transcripts were emotion words.

Usage In one study conducted in our lab, we found correlations between a client’s and therapist’s positive/negative emotion words and client’s and therapist’s positive/negative emotions as reported in the POMS questionnaire. In another study, that uses our positive-negative emotion lexicons, Shapira et al. (2020) examined the relationship between the number of emotion words spoken in a session and the client’s self-reported questionnaire regarding her well-being. The findings are consistent with the literature and in line with theoretical views highlighting the role of positive emotions and negative emotions and the association to well-being (e.g., Blatt (1995); Shahar et al. (2020); Morales et al. (2017)). Finally, Juravski (2020) also shows a correlation between the use of positive and negative emotion lexicons to predicted emojis by a pretrained model based on Twitter data,6 contributing to the mutual validation of the tools. The above studies show that positive and negative emotion lexicons can be leveraged for automatic detection of emotional state and well-being within texts.

4.2 Emotional Variety
A great and diverse variety of emotional states exist, and in this section we describe the process of developing lexicons that relate to this variety. Our motive for developing these emotional lexicons stems from a basic notion in psychotherapy research: the ability to be in touch with emotional experiences, to portray them in words and to give them meaning, as a result of treatment, has been found to effectively predict improvement in mental well-being. This is consistent across various therapeutic models and types of mental disorders (Greenberg et al., 2012).

The development of the emotion lexicon was carried out in several stages. We first compiled a list of emotions on the basis of the POMS emotion questionnaire (see Appendix A.2.2), Robert plutchik’s “wheel of emotions” (Plutchik, 2000) and those described by Ong et al. (2018). The list includes: enthusiastic, amused, proud, interested, calm, sad, ashamed, guilty, hostile, nervous, anger, contentment, anxiety, vigor, joy, disgust, surprise, trust, anticipation, confusion, fatigue.

For each emotion we created another category that is the complement of that emotion (e.g. not_sad as the complement of sad), hence resulting in a total of 42 categories. The main purpose for categorizing complementing emotions is to enable more precise word categorization when requiring emotional analysis of

5 Other versions (e.g., consensual words, words with low polarity, mixed emotions words) can be obtained upon request.
6 https://hub.docker.com/r/danieljuravski/hemoji

Figure 1: 2D-Projection of emotion word embeddings.
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text. An additional important motive is the long-term thought for allowing automatic expansion of these lexicon seeds (Section 6.2) using semantic-based methods.\(^7\) Having a complementing-emotion word list can assist in the expansion process of the corresponding emotion lexicon by providing indicators for what might not categorize to that emotion. Figure 1 shows the projection of a list of positive and negative (complementing) emotion word embeddings.\(^8\) While most words indeed separate to two different clusters, the clusters intersect considerably. This illustrates that it is not enough to assume that words will semantically cluster together by their emotional category. Having an emotion’s complementary lexicon can be advantageous for finding new words for that emotion.\(^9\) To the best of our knowledge, we are the first to propose complementary-emotion lexicons.

In the second stage of the lexicons’ development, 19 advanced undergraduate psychology students were given the list of emotional categories and were asked to suggest at least five appropriate words for each. Words could be produced either associatively or through active search (e.g., by using an online Hebrew thesaurus.\(^10\)) We additionally conducted a similar classification annotation procedure as described in Section 4.1, whereas in this case the 5000 most frequent words, covering 90% of all tokens in all transcripts, were tagged with one of the 28 emotion categories (not every word evoked an emotion). These were merged with the freely-suggested words from above.

The final collection of emotional variety lexicon seeds consists of a total of 7313 emotion words. The percentages of judges’ agreement for the rating phase ranged from 98% to 100% agreement. This lexicon collection is available as a ready-to-use version. An expanded version of this lexicon is currently in the works (with the algorithm mentioned above, in Appendix A.3).

\(^7\) Such as with the word-similarity package, pretrained on Hebrew Twitter word embeddings. [https://github.com/Ronshm/hebrew-word2vec](https://github.com/Ronshm/hebrew-word2vec)

\(^8\) Using the Tensorflow Embedding Projector tool. [https://projector.tensorflow.org](https://projector.tensorflow.org)

\(^9\) See Appendix A.3 for a potential algorithm that could be used to expand emotion lexicons, using the complementing lexicon.

\(^10\) Such as [https://synonyms.reverso.net/synonym/he/](https://synonyms.reverso.net/synonym/he/)

4.3 Paralinguistics Events

Paralinguistic events refer to non-verbal vocal elements of interpersonal language communication that accompany the verbal message. This component of communication may change meaning, create nuance or convey emotion, through the use of various techniques such as pitch and volume, weight, intonation, silences, laughter, etc. (Valstar et al., 2013), and may be expressed consciously or unconsciously (Harris and Rubinstein, 1975) by participants. Sometimes these elements are considered aphonemic, i.e., they cannot even be spelled out (Trager, 1961). All of these phenomena are inherent in the speech sequence, and are often processed as words in automatic speech processing – a high tone in speech as an indication of anxiety or a breathy voice as an indication of attractiveness – are already processed into the voice message.

Paralinguistic elements are of great importance in the therapeutic context. To date, much credible evidence has accumulated in research that confirms that characteristics of voice significantly influence the formation and development of the therapeutic relationship (Sikorski, 2012). In the clinical setting, paralinguistic communication is of fundamental importance to therapist-client dynamics. For example, through unconscious perception of change in the client’s paralinguistic events, the therapist (while noticing the overt meaning conveyed through semantic channels) can adjust his or her own paralinguistics, and with a good understanding of the client’s inner state, he or she can encourage expansion of the client’s awareness (Rocco et al., 2013). Moreover, a strong association between vocal characteristics and certain psychopathological states has been documented, e.g., depression accompanied by slow, long, and intertwined speech in breaks (Ellgring and Scherer, 1996).

The paralinguistic events were labeled (as comments) in our transcripts dataset by the transcribers as free text (see examples in Figure 2). A total of 31,067 tokens occur in the transcriber comments, of which 2147 are unique and 1022 appear at least twice. The most frequent tokens are: “laughing”

Figure 2: An example of paralinguistic event annotations (in italics) within the transcription, described in free text by the transcriber.
Figure 3: Paralinguistic categories (lexicons) and examples of words within them.

(feminine singular) at a frequency of 22%, “laughing” (masculine singular) at 5.3%, “tut-tut” (3.5%), “sigh” (2.5%), “laugh” (feminine plural; 2.3%), “giggle” (feminine singular; 1.8%), “of” (1.2%), “tongue” (1.2%), “cry” (referred to in masculine and feminine alike; 1.2%), “the therapist” (1%), “chuckle” (1%), “coughing” (1%), etc.

An NLP researcher, a clinical psychologist and two interning therapists went over the labels and their frequencies together and characterized 11 categories of paralinguistic events that are meaningful in psychological treatment: low tone, high tone, imitation tone, crying, smirk, tut-tut, sigh, body-related, humming, joy, and sarcasm. Then, each of the labels was classified into these categories (classification was trivial with 100% agreement, see Figure 3).

An initial study we conducted found strong correlations between paralinguistic events to positive and negative emotion words within psychotherapy sessions, e.g., strong positive correlation (r=0.823, p <0.001) between joy paralinguistic events and positive emotion words within the therapist’s text.

4.4 Depressive Characteristics

Depression is one of the most common mental disorders. In 2017, it was estimated that more than 300 million people worldwide (4.4% of the global population) were suffering of depression (WHO et al., 2017). Many studies have examined the relationship between depression and language (Trotzek et al., 2018; Yates et al., 2017; ODea et al., 2018; Ramirez-Esparza et al., 2008; Rude et al., 2004; Holtzman et al., 2017; Al-Mosawi and Johnstone, 2018; Ophir et al., 2020; Fineberg et al., 2016; Tackman et al., 2019; Guntuku et al., 2017; Morales et al., 2017; Tausczik and Pennebaker, 2010).

Referring to textual characteristics found in the above-mentioned literature, an NLP researcher and an interning therapist examined the sessions in the base dataset, and prepared a list of categories characterising depressive behavior, each category containing a list of characteristics. See Figure 4 for these characteristics.

Then, characteristic words were compiled in the following manner. A Random Forest classifier (Liaw and Wiener, 2002) was trained on all the clients’ texts from the base data sessions, to predict the sadness-level label of a given text, as found in the POMS questionnaire of the corresponding session. A text was input to the classifier as a bag-of-words vector. Once the training completed, a few hundred of the most important features (words) were extracted from the trained classifier. These words were then categorized manually into 14 of the depressive characteristics, forming 14 new lexicons. One of these lexicons, for example, is called tentativeness (see under “Absoluteness spectrum” category in Figure 4), and consists of words such as כנראה (probably),อาจ (mayb), and perch. These word categorizations were then approved by two additional interning therapists.

5 Data-driven Word Lists

We next describe data-driven methods, applied on our base dataset, that extract lists of words for purposes of psychotherapeutic analysis of session transcripts.

5.1 Well-Being

A potentially useful feature for automatically identifying outcome, i.e., improvement over psychotherapy treatment, is the client’s well-being throughout
the treatment. A collection of lexicons correlative to level of well-being (ranging from clinical, worst, to non-clinical condition, best) may assist in recognizing such patterns in treatment.

To extract data-driven lists of words that characterize client well-being, we followed the Marker Approach (Mergenthaler, 1996; Buchheim and Mergenthaler, 2000). First, the client texts from the base data sessions with the worst (0-8, clinical condition) and best (32-40, non-clinical condition) ORS questionnaire well-being scores were extracted. A total of 38 clinical and 139 non-clinical sessions were found in the data. Next, vocabularies were identified (Fertuck et al., 2012) for each of the two “worst” and “best” corpora in reference to each other. That is, words that are significantly more frequent in one text versus the other are marked. The top 20 words from each group was included in the final lexicons (see Figure 5). This set of lexicons did not go through an evaluation process yet.

Note that the emerging clinical condition lexicon includes words of first-person singular (FPS) form, which is consistent with the literature that finds an association between increased verbal use of the first-person and higher levels of distress (Tackman et al., 2019; Guntuku et al., 2017; Morales et al., 2017; Tausczik and Pennebaker, 2010). Moreover, this is in line with the theoretical literature that highlights the dominant role of self-focus and self-criticism in maintaining and intensifying individuals’ negative affect, which in turn leads to increased symptoms of distress (Beck, 1967; Blatt, 1995; Pyszczynski and Greenberg, 1987; Shahar et al., 2020). Meanwhile, the non-clinical condition lexicon includes words of third-person singular (TPS), which might indicate a correlation to a healthier condition of well-being and speaking about others.

5.2 Conversation Topics in Psychotherapy

Therapists are driven to find methods for improving the quality of psychotherapy sessions, for example, by understanding whether the themes about which they converse with their clients influence the resulting outcome of the treatment. Hence, we wish to explore the topics within the sessions, and examine what words are characteristic of those topics.

We applied Latent Dirichlet Allocation (LDA; Blei et al. (2003)) on the transcripts data to detect clusters of words, occurring similarly within the psychotherapy sessions. This resulted in a set of 200 topics and their probability of appearing in the data (signifying how much weight they have in the psychotherapy data), with each topic containing a list of 20 words. Figure 6 shows a few examples of topics and their words, as generated from the data.

We find, for example, that topics 72, 15, 152, and 171 describe “celebration”, “leisure experience”, “enjoyment”, and “choice”, which intuitively seem to be related to positive experiences and to high functioning. On the other hand, topics such as 81, 199, 166, and 61 seem to be about “loneliness”, “suffering”, “physical difficulties”, and “anger”, which intuitively seem related to negative experiences and to low functioning.

We explored which topics (clusters) best identified clients’ well-being and alliance ruptures (see Appendices A.2.1, A.2.4) and whether changes in these topics were associated with changes in outcome. A sparse multinomial logistic regression model was run to predict which topics best identified clients’ functioning levels, and the occurrence of alliance ruptures in the sessions. Additionally, multi-level growth models were used to explore the associations between changes in topics and changes in outcome. The model identified the ruptures and outcome labels above chance (65%-75% accuracy). Change trajectories in topics were associated with change trajectories in outcome. The first four topics best correlated to a negative outcome. The results suggest that topic models can exploit rich linguistic data within sessions to identify psychotherapy
process and outcomes. For the detailed study see Atzil-Slonim et al. (2021).

It is important to note that the purpose of this section is to show a method for topic modeling, and not to produce topical-word lexicons for general use. The method should be reproduced on the data for which the analysis is required.

6 Lexicons Based on Expert Knowledge and Automatic Methods

This section describes lexicons that are automatically converted or expanded from existing expert-based lexicons.

6.1 Hebrew Translation for LIWC

Linguistic Inquiry and Word Count (LIWC) (Pennebaker et al., 2015) is the most famous lexicon collection in the field of psychological text analysis (tens of thousands of citations). LIWC contains 120 lexicons and has been incorporated in many research studies. A Hebrew translation of some of the LIWC lexicons, when possible, would contribute to aligned cross-lingual research. As LIWC is commercial, we cannot publicly release the translated lexicons described here, however the translation procedure we follow may be useful for other researchers seeking to translate certain lexicons.

Some of the categories are difficult or even impossible to translate into Hebrew. For example, the articles lexicon (e.g., “a”, “an”, “the”, etc.) has no Hebrew equivalent,\(^\text{11}\) nor does the I words lexicon (as explained in Section 2).

For lexicons that an equivalent can be produced (e.g. family, work, etc.), we suggest the translation process as follows: an LIWC lexicon contains a list of prefixes of words. In the first step, expand each prefix to all of its expanded forms using an English dictionary\(^\text{12}\) (e.g., abandon* to: abandon, abandoning, abandonment etc.). This provides a list of concrete words under each category (lexicon) instead of prefixes. In the second step, generate a list of optional translated words by translating each word via the word2word package\(^\text{13}\) (Choe et al., 2019). This package provides 20 candidate translations for each word, hence each Hebrew-translated lexicon is 20 times the size of the respective English-LIWC lexicon. A total of about 150,000 words emerged for the translated lexicons. This number of words can be verified in about 1,000 hours by a three-judge verification process (estimating 500 words per judge per hour), which we are in the process of doing.

6.2 Expansions

As future work we plan to expand expert-knowledge-based lexicons, such as the emotional variety lexicon (Section 4.2), using automated methods. For example, we can automatically expand words on their inflection types, or find semantically similar words with, e.g., embedding-based expansions (for initial algorithm see Appendix A.3).

Needless to say, the products of these methods will require expert validation procedures.

7 Limitations

The lexicons presented are based on a unique dataset of psychotherapy session transcripts. The language used by clients and therapists in these sessions do not necessarily reflect the language naturally occurring in other settings. Additionally, the statistical demographics of the participants in the utilized sessions are not fully balanced in terms of gender, age, education and relationship status (see Appendix A.1.1 for details). Again, this may influence the overall language observed, and in turn, the computations performed throughout our work in generating and verifying the lexicons.

8 Conclusion

We present a collection of novel Hebrew lexicons, based on psychological data and domain expert knowledge. We describe a variety of lexicon development methods: expert-knowledge-based, data-driven using labeled data and unsupervised learning. We address levels of reliability—agreement between three judges (expert knowledge) versus automatic methods that are vulnerable to noise. We describe the importance of the lexicons for psychology research, as well as initial uses cases with results.

The lexicons are released for the benefit of the community, contributing to psychological text-analysis research in Hebrew and cross-lingual research in general. Furthermore, we hope that the methods described will inspire the creation of additional lexicons in Hebrew and in other languages.

\(^{11}\)The indefinite articles do not exist, while the definite article the is realized morphologically as a possibly ambiguous prefix which is attached to the token.

\(^{12}\)E.g., the dictionary in SpaCy (Honnibal and Montani, 2017) or NLTK (Loper and Bird, 2002).

\(^{13}\)Bilingual lexicons for 3,564 language pairs https://github.com/kakaobrain/word2word
Acknowledgements

We thank the anonymous reviewers for their careful reading of our manuscript and their insightful comments and suggestions. This project has received funding from the Israel Science Foundation (grants 1348/15 and 1278/16); and from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation program, grant agreement No. 802774 (iEXTRACT).

References


Nairan Ramirez-Esparza, Cindy K Chung, Ewa Kacewicz, and James W Pennebaker. 2008. The psychology of word use in depression forums in english and in spanish: Texting two text analytic approaches. In ICWSM.


Marcel Trotzek, Sven Koitka, and Christoph M Friedrich. 2018. Utilizing neural networks and linguistic metadata for early detection of depression indications in text sequences. *IEEE Transactions on Knowledge and Data Engineering*.


A Appendices

A.1 Base Dataset Description

A.1.1 Clients

The dataset was drawn as a sample from a broader pool of clients who received individual psychotherapy at a university training outpatient clinic, located in a central city in Israel. Data were collected naturally between August 2014 and August 2016 as part of the clinic’s regular practice of monitoring clients’ progress. From an initial sample of 180 clients who provided their consent to participate in the study, 34 (18.88%) dropped out (deciding one-sidedly to end treatment before the planned termination date). Clients were selected from the larger sample to match two criteria: (1) treatment duration of at least 15 sessions, and (2) full data including audio recordings to be used for the transcriptions and session-by-session questionnaires available for each client. These criteria corresponded to our analytic strategy of detecting within-client associations between linguistic features and session processes and outcomes. Clients were also excluded, based on the M.I.N.I. 6.0 (Sheehan et al., 1998) if they were diagnosed as severely disturbed, either due to psychotic or manic diagnosis, and/or current substance abuse. Based on these criteria we excluded 77 (42.7%) clients. Thus, of the total sample, the data for 68 (38.33%) clients who met the above-mentioned inclusion criteria were transcribed, for a total of 872 transcribed sessions.

The clients were all above the age of 18 ($M_{age}=39.06$, $SD=13.67$, range=20–77), majority of whom were women (58.9%). Of the clients, 53.5% had at least a bachelor’s degree, 53.5% reported being single, 8.9% were in a committed relationship, 23.2% were married and 14.2% were divorced or widowed. Clients’ diagnoses were established based on the Mini International Neuropsychiatric Diagnostic Interview for Axis I DSM-IV diagnoses (MINI 5.0; Sheehan et al., 1998). Of the entire sample, 22.9% of the clients had a single diagnosis, 20.0% had two diagnoses, and 25.7% had three or more diagnoses. The most common diagnoses were comorbid anxiety and affective disorders (25.7%), followed by other comorbid disorders (17.1%), anxiety disorders (14.3%), and affective disorders (5.7%). A sizable group of clients (31.4%) reported experiencing relationship concerns, academic/occupational stress, or other problems but did not meet criteria for any Axis I diagnosis.

A.1.2 Therapists and Therapy

Clients were treated by 59 therapists in various stages of their clinical training. Clients were assigned to therapists in an ecologically valid manner based on real-world issues, such as therapist availability and caseload. Most therapists treated one client each (47 therapists), but some (10) treated two clients and (2) more. Each therapist received one hour of individual supervision every two weeks and four hours of group supervision on a weekly basis. All therapy sessions were audiotaped for supervision. Supervisors were senior clinicians. Individual and group supervision focused heavily on reviewing audiotaped case material and technical interventions designed to facilitate the appropriate use of therapist interventions. Individual psychotherapy consisted of once- or twice-weekly sessions. The language of therapy was Modern Hebrew (MH). The dominant approach in the clinic includes a short-term psychodynamic psychotherapy treatment model (e.g., Blagys and Hilsenroth, 2000; Shedler, 2010; Summers and Barber, 2009). The key features of the model include: (a) a focus on affect and the experience and expression of emotions, (b) exploration of attempts to avoid distressing thoughts and feelings, (c) identification of recurring themes and patterns, (d) an emphasis on past experiences, (e) a focus on interpersonal experiences, (f) an emphasis on the therapeutic relationship, and (g) exploration of wishes, dreams, or fantasies (Shedler, 2010). On average, treatment length was 37 sessions ($SD = 23.99$, range = 18–157). Treatment was open-ended in length, but given that psychotherapy was provided by clinical trainees at a university-based outpatient community clinic, the treatment duration was often restricted to be 9 months.

A.1.3 Transcriptions

To capture the treatment processes from session to session, and since the transcription process is highly expensive, transcriptions were conducted alternately (i.e., sessions 2, 4, 6, 8 and so on until disorder, agoraphobia, generalized anxiety disorder and social anxiety disorder.

---

14The following DSM-IV diagnoses were assessed in the affective disorders cluster: major depressive disorder, dysthymia and bipolar disorder. The following DSM-IV diagnoses were assumed in the anxiety disorders cluster: panic disorder, agoraphobia, generalized anxiety disorder and social anxiety disorder.
one session before the last session). In cases where material was incomplete (such as the quality of the recordings, or the questionnaires for a specific session), the next session was transcribed instead. The transcriber team was composed of seven transcribers, all of whom were graduate students in the University’s psychology department. The transcribers went through a one day training workshop and monthly meetings were held throughout the transcription process to supervise the quality of their work. The training included specific guidelines on how to handle confidential and sensitive information and the transcribers were instructed to replace names and places by pseudonyms and to substitute any other identifying information. The transcription protocol followed general guidelines, as described in (Mergenthaler and Stinson, 1992), and in Albert et al. (2013). The word forms, the form of commentaries, and the use of punctuation were kept as close as possible to the speech presentation. Everything was transcribed, including word fragments as well as syllables or fillers (such as “ums”, “ahs”, “uh huhs” and “you know”). The audiotape was transcribed in its entirety and provided a verbatim account of the session. The transcriptions included elisions, mispronunciations, slang, grammatical errors, non-verbal sounds (e.g., laughs, cry, sighs), and background noises. The transcription rules were limited in number and simple (for example, each client and therapist utterances should be on a separate line ;each line begins with the specification of the speaker) and the format used several symbols to indicate comments (such as [...] to indicate the correct form when the actual utterance was mispronounced, or <number of minutes of silence >). The transcripts were proofread by the research coordinator. The final transcripts could be processed by human experts or automatically by computer.

There were 872 transcripts in total (the mean transcribed sessions per client was 12.56; SD=4.93) Each transcript incorporated metadata such as the client’s code, which allowed the client data to be linked across sessions and for hierarchical analysis. The transcriptions totaled about four million words over 150,000 talk turns (i.e., switching between speakers). On average, there were 5800 words in a session, of which 4538 (78%; SD=1409.62; range 416-8176) were client utterances and 1266 (22%; SD=674.99; range 160-6048) were therapist utterances with a mean of 180.07 (SD=95.37; range 30-845) talk turns per session.

A.1.4 Procedure and Ethical Considerations

The procedures were part of the routine assessment and monitoring process in the clinic. All research materials were collected after securing the approval of the authors’ university ethics committee. Only clients that gave their consent to participate were included in the study. Clients were told that they could choose to terminate their participation in the study at any time without jeopardizing treatment. The clients completed the ORS before each therapy session and the WAI after each session. The therapist completed the WAI after each therapy session. The sessions were audiotaped and transcribed according to a protocol described above. All data collected was anonymized (see Section A.1.3) and only then exposed to a very small number of researchers, as agreed upon by the participants. The data is stored encrypted.

A.2 Outcome and Process Measurements

A.2.1 Outcome Rating Scale (ORS; (Miller et al., 2003))

The ORS is a 4-item visual analog scale developed as a brief alternative to the OQ-45. The scale is designed to assess change in three areas of client functioning that are widely considered to be valid indicators of progress in treatment: functioning, interpersonal relationships, and social role performance. Respondents complete the ORS by rating four statements on a visual analog scale anchored at one end by the word Low and at the other end by the word High. This scale yields four separate scores between 0 and 10 that sum to one score ranging from 0 to 40, with higher scores indicating better functioning. The ORS has strong reliability estimates (α=0.87-0.96) and moderate correlations between the ORS items and the OQ-45 subscale and total scores (ORS total - OQ-45 total: r = 0.59).

A.2.2 Profile of Mood States (POMS; (McNair, 1992))

The POMS assesses mood variables and is widely used. For the purpose of this study, we used an abbreviated version of the measure, which was adapted for intensive repeated measurements (Cranford et al., 2006) and consists of 12 words that describe current emotional states. The negative affect scale includes depressed mood (2 items), anxious mood (2 items), and anger (2 items). The positive affect scale includes contentment (2 items), vigor
(2 items), and calmness (2 items). Examples of feelings on the POMS are ‘anxious’, ‘sad’, ‘angry’, ‘happy’, ‘lively’, and ‘calm’. Clients were asked to evaluate how they felt during the session on a 5-point Likert scale ranging from ‘Not at all’ to ‘Extremely’. The POMS has been tested on college students and was found to be both valid and reliable (Guadagnoli and Mor, 1989).

A.2.3 Working Alliance Inventory (WAI; (Horvath and Greenberg, 1989))

The WAI is a self report questionnaire (both for therapist and client). It is one of the most widely investigated common factors that was found positively correlated to treatment outcome in psychotherapy. It includes items ranging from 0 (“not at all”) to 5 (“completely”) to evaluate three components (1) agreement on treatment goals (2) agreement on therapeutic tasks and (3) a positive emotional bond between client and therapist (Falkenström et al., 2015).

A.2.4 Post-Session Questionnaire (PSQ; (Muran et al., 2004))

Alliance ruptures were assessed after each session with a single-item question from the therapist’s perspective: “Did you experience any tension, any misunderstanding, conflict or disagreement in the relationship with your patient?” Both items are answered on a 5-point Likert scale ranging from 1 (“not at all”) to 5 (“constantly”), reflecting the subjectively perceived intensity of a rupture. Following the recommendations provided by (Muran et al., 2009), a rupture was defined as any rating higher than 1 on the scale.

A.3 Expansion of Complementing Word Sets

This section formally defines the problem of expanding complimentary lexicons and describes technique as a solution.

**Given:**

1. positive_seed, negative_seed which are two complementing lexicon seeds. E.g., Enthusiastic=[mighty, wow, energetic, ...] and the compliment Not_Enthusiastic=[apathetic, oh, nothing, ...]
2. confidence_level, float greater than 0
3. expand_rate, integer greater than 0
4. radius, integer greater than 1

**Output:**

positive_expansion, negative_expansion, new lexicons, each containing the given respective lexicon and additional words that match the lexicon’s semantic knowledge.

**Algorithm Intuition**

The expansion is performed in several rounds, where in each round the two seeds positive_seed, negative_seed expand simultaneously on the basis of words semantically similar to words that already exist in the seed. The generation process of new semantically similar words candidates uses the word-similarity package\(^{15}\) that is based on pre-trained Hebrew Twitter word embeddings, and returns similar words for a given word, with similarity probabilities. The expand_rate parameter represents the number of similar words that the word-similarity returns (default configured as 30).

While expanding, care is taken not to deviate from the lexicon to its complementing lexicon (to get a feel for the importance of this step, see Figure 1 of positive and negative emotion words, showing how semantically close the words in the complementing lexicons can be). Each word in the seed list is used as a “witness” for similar words (weighted by similarity probability). In case there is more than one “witness” for a new candidate word, the similarity probabilities are summed. This “sieve” process is done by making sure that for each word that enters the expansion lexicon there are enough “witnesses”, other close words already in the existing seed lexicon (i.e., their sum of probabilities for similarity to the candidate word is above threshold for filter criterion) and also does not appear in the complementary lexicon. The confidence_level parameter (default configured to 3) represents the threshold for filter criterion.

The result of the expansion is used as input for the next round. The radius parameter represents the number of expansion rounds.

**Algorithm Steps**

1. For radius times:
   
   (a) For each of positive_seed and negative_seed seeds, create new sets of candidate words positive_candidates and negative_candidates, by expanding the words in the seeds with

---

\(^{15}\)https://github.com/Ronshm/hebrew-word2vec
word-similarity with \textit{expand\_rate} parameter as number of similar words.

(b) Each of \textit{positive\_candidates}, \textit{negative\_candidates} passes a \textit{candidates\_sieve} process which creates \textit{positive\_survivors}, \textit{negative\_survivors}: filter out low-probability words (sum of probabilities less than \textit{confidence\_level}) or words that appear in the complementary seed list (i.e., \textit{negative\_candidates} for the \textit{positive\_candidates} and vise versa).

(c) Update seed lists \textit{positive\_seed} and \textit{negative\_seed} with the corresponding lists \textit{positive\_survivors} and \textit{negative\_candidates}.

2. \textbf{return} \textit{positive\_seed}, \textit{negative\_seed}
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Abstract

Progress on NLP for mental health — indeed, for healthcare in general — is hampered by obstacles to shared, community-level access to relevant data. We report on what is, to our knowledge, the first attempt to address this problem in mental health by conducting a shared task using sensitive data in a secure data enclave. Participating teams received access to Twitter posts donated for research, including data from users with and without suicide attempts, and did all work with the dataset entirely within a secure computational environment. We discuss the task, team results, and lessons learned to set the stage for future tasks on sensitive or confidential data.

1 Introduction

In natural language processing, and in AI more generally, progress depends on data. The most significant progress on a problem takes place when an entire community is working on the same dataset at the same time; for example, the wide availability of speech recognition today is a result of decades of research using DARPA benchmark datasets and evaluations for speech-related tasks (Juang and Rabiner, 2005).

In healthcare, however, community-level activity is an enormous challenge. Laws and regulations related to data confidentiality create obstacles to access, including significant administrative overhead such as data use agreements and significant technical overhead involving arrangements for secure data distribution, storage, and management (Lane and Schur, 2010). In mental health and particularly crisis detection, missteps like Samaritans Radar raise highly public red flags despite well-intentioned goals (Horvitz and Mulligan, 2015; Resnik et al., 2021). All these legal, regulatory, operational, and public perception risks naturally make potential data providers skittish about data sharing. As a result, important research in healthcare is balkanized, with community efforts scattered among different datasets in ad hoc fashion as different teams work with the data they are able to gain access to. Or potentially it doesn’t take place at all, as talented researchers go work on other problems where obtaining data is just easier.

Secure data enclaves are one solution to this problem (Lane and Schur, 2010). The key idea in a data enclave is to bring researchers to sensitive data, rather than disseminating data out to researchers. A data enclave provides secure remote access to data using carefully designed statistical, technical, legal and operational controls. Computation on an enclave is done using a copy of the data residing there without full networking access, meaning that nothing can be imported or exported without disclosure review. This does not replace necessary steps like IRB approvals, data use agreements, and record de-identification; for example, data enclave users can still look at private data within the enclave and need to agree not to attempt de-anonymization. However, it drastically simplifies community-level access. A single, comprehensive description of security provisions can be created for data providers and ethical review boards, and data providers need to enter into data use agreements only with the enclave, rather than with individual teams.

To our knowledge, the CLPsych 2021 shared task is a first-of-its-kind endeavor: as far as we know, it is the first time a community-level shared task with sensitive mental health data has been conducted on a data enclave, and more generally shared tasks on sensitive data are rare in the NLP and machine learning communities. In addition, although uses of data enclaves are often centered on the use of analytics tools, in this shared task the environment was designed to support the full arsenal of NLP and machine learning methods. We accomplished this by partnering with NORC at the
University of Chicago. Since 2006, the NORC Data Enclave® has served U.S. state and federal agencies, research institutes, foundations, and universities by securely housing and providing remote access to confidential data. In a collaborative project with University of Maryland, NORC has developed the UMD/NORC Mental Health Data Enclave (henceforth the Enclave, for short), a subset of NORC Data Enclave infrastructure designed specifically with the requirements of mental health NLP and machine learning research in mind.

Data for this shared task were provided by Qntfy, which runs OurDataHelps.org, an online platform that permits donations of digital life data (including social media) for the purposes of advancing research in mental health and wellbeing. Individuals come from a range of lived experience with mental health, specifically related to this shared task: individuals who have survived suicide attempts, loved ones of people who have died by suicide, and people who just want to help. For this shared task, Qntfy established a data provider agreement with NORC, and NORC executed data use agreements with the participating teams. The University of Maryland, College Park IRB reviewed and approved a protocol for research with, and sharing of, the OurDataHelps data. The arrangement here therefore exemplifies the advantages of data enclaves discussed above. For the data provider, it was much easier to work out an agreement with just a single entity running an established secure infrastructure, which significantly lowered the bar for sharing data with multiple teams. In addition, NORC’s platform and processes for team access, platform security, and import/export review created a far greater level of confidence in privacy controls than sending data out to a large number of far-flung teams with heterogeneous environments. For teams, this provided a rare opportunity to work with sensitive mental health data containing actual outcomes, not proxy data as is more common in social media mental health research and which can be problematic for a variety of reasons (Ernala et al., 2019).

The shared task itself involved assessment of suicide risk via prediction of suicide attempts, based on the natural language of users on Twitter. There were two subtasks: Subtask 1 involved assessing suicide risk given 30 days of tweets prior to the date of an attempt (or a corresponding date when no attempt was made), and Subtask 2 involved assessing suicide risk given the prior six months of tweets.

A set of 21 teams signed up and were onboarded on the Enclave. A total of five teams ultimately submitted systems by the deadline. All teams have been given several months of additional access and support on the Enclave, in order to permit continued experimentation. We are hopeful that results obtained during this extended time period will lead to publications beyond CLPsych.

In this overview paper, we provide not only a summary overview the shared task itself, in terms of the research problem and participating teams’ findings about predicting suicide risk from Twitter data, but also a retrospective analysis of conducting a shared task in a secure enclave, including lessons learned and recommendations for future tasks of this kind.¹

## 2 Background and Related Work

A number of recent articles discuss the use of NLP, machine learning, and social media in service of mental health. As important motivating background, a meta-analysis by Franklin et al. (2017) concludes that prediction of suicidal thoughts and behaviors has not improved in fifty years, encouraging a shift to algorithmic and machine learning approaches. Schafer et al. (2021) provide significant empirical support for this view via another meta-analysis looking specifically at traditional theory-driven versus machine learning approaches to prediction of suicide risk, demonstrating that the latter are significantly more effective at prediction.² Naslund et al. (2020) and Lee et al. (2021) provide overviews that include thoughtful, big-picture commentary on research and clinical applications for mental health taking advantage of NLP, machine learning, and social media. Resnik et al. (2021) offer an overview of issues more specifically focused on using naturally occurring language as a source of evidence in suicide prediction.

One running theme throughout discussions of

---

¹We would be happy to discuss logistical issues, and share details and specific language from our IRB protocol, data provider, and data use agreements, in order to facilitate others who would like to organize shared tasks similar to this one. Interested readers should contact clpsych-2021-shared-task-organizers@googlegroups.com.

²In regard to the goals of prediction versus scientific explanation and understanding, it is worth noting the argument by Yarkoni and Westfall (2017) that psychology research as a whole, including research with explanatory goals, would benefit by taking a predictive approach.
this kind involves the availability of data to work with, and the interplay, or even tension, between the need for research and the need to respect privacy and other ethical considerations. Horvitz and Mulligan (2015) provide one short, useful discussion specifically focused on data and privacy, and Benton et al. (2017) and Chancellor et al. (2019) discuss ethical issues specifically with regard to social media and work on mental health. Lane and Schur (2010) provide a valuable entry point to the concept of data enclaves as a way to balance the need for data access in order to make progress in healthcare with respect for patient privacy — this concept ties in directly with the call by Schafer et al. (2021) for community-level mental health datasets to be easily available for research so that the predictive ability of models can be compared and research can be replicated. Those kinds of comparisons and replications are instrumental in modern data-driven research because without them it is impossible to gain insight into which approaches are most promising or to rule out the possibility that apparent differences are related to idiosyncratic differences in data.

Related, the most current paradigms in NLP and machine learning involve both general-purpose pre-training and task-specific fine-tuning. To some extent, pre-training data may capture generalizations about language that transfer well to problems in the mental health space. However, many off-the-shelf language resources that are commonly used, such as BERT (Devlin et al., 2019), are built from sources such as books and Wikipedia entries. These may translate poorly to systems dependent on social media posts from Twitter, Facebook, or an online discussion forum. It is well known that systems perform better when they are trained on materials similar to the materials the system will run on (Alsentzer et al., 2019; Beltagy et al., 2019). Therefore using task-specific data from immediately relevant sources as training data for social media based mental health tasks is a high priority that requires attention.

Another theme found in related literature involves the nature and quality of the variables being predicted. The sensitivity of mental health data has led to a proliferation of proxy variables taken from publicly available data rather than ground-truth clinical variables or real-world outcomes (e.g. De Choudhury and De, 2014; Coppersmith et al., 2014; Yates et al., 2017; Shing et al., 2018; Cohan et al., 2018; Thorstad and Wolff, 2019). As two particularly well known and influential examples, Coppersmith et al. (2014) infer mental health diagnoses of Twitter users by looking for publicly self-reported diagnoses, and De Choudhury et al. (2016) infer mental health progressions to suicidal ideation by examining when Reddit users shift from mental health subreddits to the SuicideWatch subreddit. Such data tend to have the advantages of being readily accessible and large in size. However, Ernala et al. (2019) note a variety of problems and limitations in using proxies rather than clinically grounded variables. Coppersmith et al. (2018) offer a rare exception in this kind of work, using an ethical process of data donation to obtain social media data with outcomes for research on prediction of suicide attempts; our shared task is based on a subset of their data.

3 Data

We briefly describe our data sources, and how we constructed the shared task datasets for binary classification tasks.

3.1 Data sources

We began with data donated to the OurData-Helps.org platform, discussed in greater detail by Coppersmith et al. (2018). Donations to the platform include data from people who have survived a suicide attempt, data from people who died by suicide that has been donated by loved ones, and data donated by people who have not attempted suicide but want to help. When donations take place, a questionnaire is filled out that collects basic demographic data and mental health history. This includes the number of past suicide attempts and dates associated with them, although dates are not provided in all cases.

Although the platform permits collection of a wide range of data, including, for example, social media, fitness, and wearable data, in this shared task we restricted our attention to Twitter data and a subset of basic information from the questionnaire. Only publicly available tweets are used, typically visible to friends and family, and these were de-identified before being provided to the Enclave.

On the Enclave, participants also had access to a copy of the UMD Reddit Suicidality Dataset (Shing et al., 2018; Zirikly et al., 2019). This dataset was used by one of the teams (NUSIDS) in their submission.
In addition, a non-sensitive practice dataset using the shared task data format was provided to participants so they could work on developing and debugging their systems outside of the enclave. It was based on a modified version of the depression-detection dataset (Wang et al., 2019).³

3.2 Users with Suicide Attempts

In the version of the data we began with, there are 3,631 users, 1,613 of whom attempted (and possibly died by) suicide. From this version, we imposed several filters. We only considered users who had donated Twitter data and who had reported their gender and date of birth in the questionnaire, in order to match users with a suicide attempt to a control user. If a user had attempted suicide, we only included them if they had a date associated with the attempt, a necessary restriction in order to examine tweets in the time period leading up to the attempt. For users with multiple attempts, we only considered the most recent attempt having a date. Filtering in this way left 250 users with suicide attempts, associated dates, and data prior to the attempt. For Subtask 1, we restricted the set to users who had made posts in the 30 days prior to their suicide attempt, a total of 68. For Subtask 2, we restricted the set to users who had made Twitter posts during the six months prior to the attempt, which included a total of 97 users. Teams were provided with anonymized user IDs, the date of the most recent suicide attempt (if applicable), and a list of the user’s de-identified tweets from the applicable time span.

3.3 Control Users

Similar to Coppersmith et al. (2018), we included a set of control users matched one-to-one with users who had attempted suicide, based on having the same gender, similar age (within 5 years), and similar number of tweets. These criteria resemble previous matching in the 2015 CLPsych shared task (Coppersmith et al., 2015) and in Coppersmith et al. (2018). Age and gender are common controls in the mental health space, and we chose to match using a similar number of tweets so that corresponding users in the dataset would be represented by similar quantities of social media evidence. For each user with a suicide attempt, we found a match by first finding all users matching age and gender, then selecting the user with the closest number of tweets. Tweets taken from the control user were from the same time frame as their match who had an attempt in order to minimize differences in context, such as tweets about world events.

Table 1 shows the final number of users in each subtask and Table 2 shows the age distribution of users. In the shared task, we saved 15% of the users for the test set; these numbers are shown in the table. For both subtasks, most of the users were female between the ages of 18 to 24 and most of the users were under the age of 30. Within the time period, for Subtask 1, users had an average of 24 tweets per person and in Subtask 2, there were an average of 102 tweets per person.

4 Baseline

A baseline system was provided to shared task participants to use or build upon.⁴ Baseline pre-processing includes several standard steps. First, we removed all URLs, user mentions, and emojis from the tweets. Whenever a user’s tweet includes an image, GIF, or link, the links are removed. We tokenized the tweets using the Twitter-specific Twikenizer and removed stopwords from the tweets’ text using the default SpaCy (Honnibal et al., 2020) stopword list.⁵ Last, we split hashtags into the words they are made up of: first, we try to split by camel-case or by underscores; if that fails, we use a method from HashTagSplitter, attempting to split into the smallest subset of real words.⁶

Table 1: The total number of users in each subtask and the number of users under the age of 30. The numbers in the table are given as (training set) / (test set)

<table>
<thead>
<tr>
<th></th>
<th>Subtask 1</th>
<th>Subtask 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total # of Users</td>
<td>114 / 22</td>
<td>164 / 30</td>
</tr>
<tr>
<td>Users Under 30</td>
<td>104 / 15</td>
<td>138 / 23</td>
</tr>
</tbody>
</table>

Table 2: The distribution of gender across all users.

<table>
<thead>
<tr>
<th>Gender</th>
<th>Subtask 1</th>
<th>Subtask 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>118</td>
<td>168</td>
</tr>
<tr>
<td>Male</td>
<td>12</td>
<td>20</td>
</tr>
<tr>
<td>Non-Binary</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>Other</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

⁴https://github.com/anjmitti/clpsych2021-shared-task-baseline
⁵https://github.com/Guilherme-Routar/Twikenizer
⁶https://github.com/matchado/HashTagSplitter
The baseline classification model used logistic regression with the default parameters from SciKit Learn (Pedregosa et al., 2011), employing unigram and bigram count vectors.

5 The Enclave

As discussed in the introduction, data-driven research in mental health, and healthcare more generally, faces significant obstacles owing to important concerns about privacy and data confidentiality. Data enclaves offer a potential solution (Lane and Schur, 2010).

NORC at the University of Chicago, an independent, non-profit research institution, took on the operational aspects of running this shared task on their data enclave. Significant time was spent working with Qntfy, who were responsible for providing the OurDataHelps data, and the shared task organizers, to develop the data provider agreement, data use agreements, operational policies, supporting infrastructure, and technical and operational support for the organizers and shared task teams.

All aspects of the shared task on the Enclave were run using exactly the same procedures as for NORC’s traditional Data Enclave clients, such as government agencies working with confidential databases. Teams that worked on the shared task executed a data use agreement with NORC and then were “onboarded” to the Enclave, being provided with account logins, passwords, documentation, procedures for uploading and export (both requiring human review of the material entering or leaving the Enclave), and contacts and procedures for technical support.

The Enclave environment includes two main parts. The first part is a secure virtual desktop (using Citrix), accessed via the Data Enclave login page through an internet browser. The second part of the Enclave is NORC’s Mental Health Data Enclave (MHDE) Cluster on Amazon Web Services (AWS). From within the secure Citrix desktop, participants use PuTTY ssh to reach a gateway machine on this cluster. They can run code there or submit batch jobs using the Slurm cluster management and job scheduling system.7 The AWS environment is configured to spin up a new instance for the duration of the job and then spin it down when completed, conserving compute resources to save cost.

Crucially, the Enclave is a closed environment. Neither the secure desktop nor the AWS cluster permit access to the Internet. It is not possible to scp or sftp data. It is not possible to open a socket in a program that connects externally. It is not possible to print, print screen, or even to copy/paste to or from the external environment.

The NORC Data Enclave’s data security model integrates a portfolio approach with the Five Safes framework (Ritchie, 2017) to harden the security posture. This means that bringing materials in, such as code, data, or other resources, requires an import request process. Each request triggers a robust review process to provide safe passage of confidential micro-data and ensure imported material does not contain any virus or code aimed at disabling the capabilities or facilitating unauthorized access. In order to set up the Enclave environment and hopefully speed up this process for shared task participants, it was pre-loaded with major Python packages and tools (more than 4000 of them), the shared task baseline code, and shared task data; see further discussion in Section 8.

Similarly, as a data custodian for restricted data (e.g. confidential micro-data for federal, state and commercial clients), NORC must ensure that any data leaving the NORC Data Enclave is safe and free of inappropriate disclosures. This means that there is a request-based procedure for exporting any material from the Enclave, with formal review criteria that include both dataset-specific criteria and general guidelines applied globally across all requests.

6 Submissions

Each team was permitted up to three submissions for each subtask (30 days and 6 months). In each subtask, the numbered submissions for each team distinguish the “primary” submission (numbered 1) from additional contrastive runs (numbered 2 and 3). In total, we received 30 submissions, with five teams providing three runs each for both subtasks.

NUSIDS (Zagatti et al., 2021). For the shared task, NUSIDS designed SHTM, a Self-Harm Topic Model, which combines standard Latent Dirichlet Allocation (LDA) with a self-harm dictionary. This was tested using a combination of the shared task data, along with the practice dataset and the UMD Reddit Suicidality Dataset. In their submission to the task, the team used a combination of an LSTM and term feature vectors with SHTM-based fea-

---

7https://slurm.schedmd.com/
part-of-speech tags, and a custom dictionary that
models various stages of suicidal behavior.

**UlyaLamia** (Bayram and Benhiba, 2021). In the
UlyaLamia submissions, the authors were moti-
vated by real-life applicability of their model to use
tweet-level classification. The team’s submissions
used a majority voting approach over individual
tweets. In order to pick which machine learning
method to use, the team experimented with mul-
tiple methods tuned on the training data using a
leave-one-out strategy. Their final submissions
were the top methods from the leave-one-out results.

### 7 Results

We evaluated each system in terms of $F_1$, $F_2$ (favoring recall), True Positive Rate (TPR), False Alarm (Positive) Rate (FAR), and Area Under the ROC Curve (AUC). We use $F_1$ score as the primary evaluation metric, though it is valuable to consider all metrics for a complete view of the system performance.

We present the results of the submissions in Ta-
bles 3 and 4. In Subtask 1, Team UlyaLamia ranked
highest in $F_1$, $F_2$ and TPR; however, their FAR was
higher than the baseline and in the middle of the
other team’s submissions. Team UlyaLamia was
also the only team to exceed the baseline $F_1$ score,
with NUSIDS being the next closest team. In Sub-
task 2, Team ScyLab ranked highest in $F_1$, FAR,
and AUC. Their strongest submission beat or met

### Table 3: Results of participating systems and our base-
line for Subtask 1 (30 days). The best result for each
metric is listed in bold.

<table>
<thead>
<tr>
<th>Team (Sub.)</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>TPR</th>
<th>FAR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUSIDS (1)</td>
<td>0.583</td>
<td>0.648</td>
<td>0.700</td>
<td>0.636</td>
<td>0.645</td>
</tr>
<tr>
<td>NUSIDS (2)</td>
<td>0.615</td>
<td>0.714</td>
<td>0.800</td>
<td>0.727</td>
<td>0.664</td>
</tr>
<tr>
<td>NUSIDS (3)</td>
<td>0.300</td>
<td>0.300</td>
<td>0.364</td>
<td>0.636</td>
<td>0.373</td>
</tr>
<tr>
<td>ScyLab (1)</td>
<td>0.526</td>
<td>0.481</td>
<td>0.455</td>
<td>0.273</td>
<td>0.678</td>
</tr>
<tr>
<td>ScyLab (2)</td>
<td>0.526</td>
<td>0.481</td>
<td>0.455</td>
<td>0.273</td>
<td>0.678</td>
</tr>
<tr>
<td>ScyLab (3)</td>
<td>0.421</td>
<td>0.385</td>
<td>0.364</td>
<td>0.636</td>
<td>0.636</td>
</tr>
<tr>
<td>sentimenT5 (1)</td>
<td>0.455</td>
<td>0.455</td>
<td>0.455</td>
<td>0.545</td>
<td>0.438</td>
</tr>
<tr>
<td>sentimenT5 (2)</td>
<td>0.500</td>
<td>0.472</td>
<td>0.455</td>
<td>0.364</td>
<td>0.616</td>
</tr>
<tr>
<td>sentimenT5 (3)</td>
<td>0.571</td>
<td>0.656</td>
<td>0.727</td>
<td>0.818</td>
<td>0.413</td>
</tr>
<tr>
<td>SoS (1)</td>
<td>0.286</td>
<td>0.278</td>
<td>0.273</td>
<td>0.636</td>
<td>0.264</td>
</tr>
<tr>
<td>SoS (2)</td>
<td>0.400</td>
<td>0.377</td>
<td>0.364</td>
<td>0.455</td>
<td>0.529</td>
</tr>
<tr>
<td>SoS (3)</td>
<td>0.364</td>
<td>0.364</td>
<td>0.364</td>
<td>0.636</td>
<td>0.397</td>
</tr>
<tr>
<td>UlyaLamia (1)</td>
<td>0.692</td>
<td>0.763</td>
<td>0.818</td>
<td>0.545</td>
<td>0.702</td>
</tr>
<tr>
<td>UlyaLamia (2)</td>
<td>0.522</td>
<td>0.536</td>
<td>0.545</td>
<td>0.545</td>
<td>0.409</td>
</tr>
<tr>
<td>UlyaLamia (3)</td>
<td>0.636</td>
<td>0.636</td>
<td>0.636</td>
<td>0.364</td>
<td>0.740</td>
</tr>
<tr>
<td>Our baseline</td>
<td>0.636</td>
<td>0.636</td>
<td>0.636</td>
<td>0.364</td>
<td>0.661</td>
</tr>
</tbody>
</table>

### Table 4: Results of participating systems and our base-
line for Subtask 2 (6 months). The best result for each
metric is listed in bold.

<table>
<thead>
<tr>
<th>Team (Sub.)</th>
<th>$F_1$</th>
<th>$F_2$</th>
<th>TPR</th>
<th>FAR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>NUSIDS (1)</td>
<td>0.684</td>
<td>0.812</td>
<td>0.929</td>
<td>0.786</td>
<td>0.663</td>
</tr>
<tr>
<td>NUSIDS (2)</td>
<td>0.703</td>
<td>0.823</td>
<td>0.929</td>
<td>0.714</td>
<td>0.648</td>
</tr>
<tr>
<td>NUSIDS (3)</td>
<td>0.649</td>
<td>0.759</td>
<td>0.857</td>
<td>0.786</td>
<td>0.480</td>
</tr>
<tr>
<td>ScyLab (1)</td>
<td>0.769</td>
<td>0.704</td>
<td>0.667</td>
<td>0.067</td>
<td>0.809</td>
</tr>
<tr>
<td>ScyLab (2)</td>
<td>0.769</td>
<td>0.704</td>
<td>0.667</td>
<td>0.067</td>
<td>0.791</td>
</tr>
<tr>
<td>ScyLab (3)</td>
<td>0.815</td>
<td>0.764</td>
<td>0.733</td>
<td>0.067</td>
<td>0.844</td>
</tr>
<tr>
<td>sentimenT5 (1)</td>
<td>0.467</td>
<td>0.467</td>
<td>0.467</td>
<td>0.533</td>
<td>0.618</td>
</tr>
<tr>
<td>sentimenT5 (2)</td>
<td>0.516</td>
<td>0.526</td>
<td>0.533</td>
<td>0.533</td>
<td>0.591</td>
</tr>
<tr>
<td>sentimenT5 (3)</td>
<td>0.727</td>
<td>0.769</td>
<td>0.800</td>
<td>0.400</td>
<td>0.720</td>
</tr>
<tr>
<td>SoS (1)</td>
<td>0.429</td>
<td>0.411</td>
<td>0.400</td>
<td>0.467</td>
<td>0.444</td>
</tr>
<tr>
<td>SoS (2)</td>
<td>0.533</td>
<td>0.533</td>
<td>0.533</td>
<td>0.467</td>
<td>0.640</td>
</tr>
<tr>
<td>SoS (3)</td>
<td>0.400</td>
<td>0.400</td>
<td>0.400</td>
<td>0.600</td>
<td>0.502</td>
</tr>
<tr>
<td>UlyaLamia (1)</td>
<td>0.595</td>
<td>0.671</td>
<td>0.733</td>
<td>0.733</td>
<td>0.582</td>
</tr>
<tr>
<td>UlyaLamia (2)</td>
<td>0.581</td>
<td>0.592</td>
<td>0.600</td>
<td>0.467</td>
<td>0.564</td>
</tr>
<tr>
<td>UlyaLamia (3)</td>
<td>0.645</td>
<td>0.658</td>
<td>0.667</td>
<td>0.400</td>
<td>0.569</td>
</tr>
<tr>
<td>Our baseline</td>
<td>0.710</td>
<td>0.724</td>
<td>0.733</td>
<td>0.333</td>
<td>0.764</td>
</tr>
</tbody>
</table>
Figure 1: Rank comparison of the submissions for Subtask 1. A label of 1 indicates users with suicide attempts. Ranks closer to 1 indicate a higher score (more likely to have made a suicide attempt) given to the user. Rows are sorted by label, then median rank.

The methods used by teams in the shared task had difficulties performing well in both subtasks. Given shorter-term information starting 30 days prior to an attempt, tweet-specific language (UlyLaMia) performed best, but dictionary-based methods (e.g., ScyLab) worked best with the longer-term evidence (6 months prior to an attempt).

To gain a better understanding of the differences between the submissions, we plot the ranks of each test user for both subtasks in Figures 1 and 2. From these figures, we can see that some users easily classified by most systems, while others were notably difficult. For instance, in the last positive (label=1) row in Figure 2 (Subtask 2), the majority of systems were (incorrectly) very confident that the user did not make a suicide attempt. Nevertheless, three submissions gave this user the highest or second-highest likelihood. These results suggest that an ensemble method may be beneficial for this task.

This task is notably similar to Coppersmith et al. (2018), who performed experimentation including OurDataHelps.org data with similar restrictions, matching criteria, and the same binary outcomes. They found that a longer history of tweets led to slightly better predictions, but, unlike our shared task, they did not find a significant increase in performance between using tweets 90 to 0 days prior to an attempt and using tweets 180 to 90 days prior. In Coppersmith et al. (2018), the AUC score using tweets 30 days prior to an attempt is .89 and the AUC score using tweets six months prior to an attempt is .93.

At the same time, it is important to note that those results are not directly comparable to the present task, given differences in dataset size and composition. Coppersmith et al. (2018) used more OurDataHelps data, and this was augmented with a dataset of users who had made publicly self-stated suicide attempts, building on work in Coppersmith et al. (2016). In total, Coppersmith et al. (2018) performed their experimentation using a dataset containing 418 users with suicide attempts, compared to this task’s 97 users.

8 Enclave Lessons Learned

We solicited feedback from all registered teams (both those who submitted results and those who did not) regarding the shared task experience. This discussion and our lessons learned for the future are informed by their comments.

Onboarding. Shared tasks are bursty by nature,
the first burst involving participants getting started. In contrast, the ongoing operations of a data enclave involve a more continuous scheduling process for new user account requests. This led to challenges in the onboarding process. As noted in Section 5, procedures for this shared task were identical to the procedures used when serving organizations like government agencies, with not one fewer i dotted, not one fewer t crossed. This meant that teams experienced longer than expected delays between completing their paperwork and actually being able to begin work on the Enclave. We would recommend more lead time in the future, leaving significant time for account requests and also having teams prioritize which members need access first.

**Importing code and dependencies.** Similarly, data enclaves require strict import policies and procedures; every import request is treated as though it could contain highly confidential data, a virus, or disabling code. Again, the bursty nature of shared task activity created challenges. Despite our attempts to anticipate and pre-load software and data resources that were likely to be needed (informed by an earlier survey of people engaged in CLPsych-related work), the burst of requests as teams got started created long delays as teams waited for their code and software dependencies to come online. Workarounds, such as recreating code manually, were complicated by the inability to copy/paste inside the environment.

**Time zones.** The CLPsych 2021 Shared Task received global interest, with teams participating on several continents. However, data enclaves rarely provide 24/7 support. While having a diverse set of teams work on the task is indispensable, having support concentrated in a single U.S. time zone disproportionately affected those working outside the U.S. We anticipate that these issues could be mitigated in part by greater lead time (again), and also by streamlining processes to require fewer round trips of communication.

**Slurm and Notebooks.** These days, many prefer to conduct NLP research in an interactive setting using Jupyter Notebooks. While these were supported on the head node of the cluster, they were not available when running jobs on compute nodes, including those with GPU resources. This is worth considering. While such an arrangement would run through one’s compute budget faster (as compute nodes would remain running), the interactive benefits may be a tradeoff that teams are willing to make, and this would also avoid batch-job overhead for those who do not require the capabilities offered by a scheduler like Slurm.

**Connectivity and Enclave Maintenance.** Like any well supported infrastructure, the Enclave requires regular maintenance and has occasional downtime. Scheduled maintenance was easy to plan for, but unplanned downtime can be a real challenge in deadline-driven activities like a shared task.

Despite these challenges, which certainly gave rise to some frustration, a number of teams expressed gratitude for being able to work on data that would otherwise be unavailable, and others expressed that they were pleased with the overall responsiveness and speed of the Enclave. Some also expressed appreciation for having had ample of compute credits for conducting their experiments.\(^8\)

If there is a unifying theme in our lessons learned, it is that the challenges we encountered are connected almost entirely with the gap between the typical flexibility of experimental computational work in NLP, particularly in the compressed time frame of a shared task, versus the more extended, carefully centralized, step-by-step, controlled processes that take place on a data enclave. But of course that’s the whole point: those same careful, centralized processes are the things that guard against inappropriate use and disclosure of sensitive data.

As a particular note for the future, more advance planning and communication with participants would alleviate several of these challenges, especially onboarding and importing code and dependencies. For this shared task, we chose to prioritize allowing participants to start working on the task sooner, rather than requiring teams to commit long before they would begin work and start going through a more structured and scheduled process to prepare the Enclave with their specific team-level requests. We attempted to preload needed libraries and tools onto the Enclave even before teams began to register — but we could not predict all of the tools and resources participants would want, so even with our efforts there was still a gap. And although we tested the onboarding process and coding experience, any new, diverse group of people is going to discover unanticipated issues when using

---

\(^8\)AWS credits supporting this activity were provided by Amazon.
a large production environment for a new purpose.

That said, it is worth noting that a time-bounded
shared task is just one model for this type of collabora-
tive work. In other domains, it is not uncommon
for community shared activity to take place over the
longer term, e.g use of the MIMIC dataset (Johnson et al., 2016) in research on electronic health records. A shorter-term, bursty event like a shared task may
be the wrong model when navigating between the
requirements of flexible research and the require-
ments of data privacy — many challenges would be
mitigated if participants were not all attempting to meet
the same deadline. Therefore, an alternative paradigm to consider would involve a more gradual intake of participants, reducing the backlogs and avoiding bottlenecks in account creation and han-
dling of initial import requests. This would also allow participants to more freely work in their
own time zone, and factor in downtimes in their
schedule.

9 Conclusion

In this effort, we introduced a mental health shared
task using sensitive language data in a secure data
enclave that offered broad NLP and machine learn-
ing capabilities. Participants conducted studies on
the prediction of suicide risk based on tweets, using
donated data containing actual outcomes rather
than proxy data and matching individuals who at-
tempted suicide with control users. Participants
built systems that were able to achieve high predic-
tive power (up to 0.823 $F_1$ score), while carefully
balancing true positives and false alarms. Through
the shared task, we learned more about the chal-
lenges of conducting such a task in an enclave en-
vironment, leading to observations that will help
set the stage for future efforts of this kind.
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Abstract

In this shared task, we accept the challenge of constructing models to identify Twitter users who attempted suicide based on their tweets 30 and 182 days before the adverse event’s occurrence. We explore multiple machine learning and deep learning methods to identify a person’s suicide risk based on the short-term history of their tweets. Taking the real-life applicability of the model into account, we make the design choice of classifying on the tweet level. By voting the tweet-level suicide risk scores through an ensemble of classifiers, we predict the suicidal users 30-days before the event with an 81.8% true-positives rate. Meanwhile, the tweet-level voting falls short on the six-month-long data as the number of tweets with weak suicidal ideation levels weakens the overall suicidal signals in the long term.

1 Introduction

Suicide is amongst the most pressing public health issues facing today’s society, stressing the need for rapid and effective detection tools. As people are increasingly self-expressing their distress on social media, an unprecedented volume of data is currently available to detect a person’s suicide risk (Roy et al., 2020; Tadesse et al., 2020; Luo et al., 2020). In this shared task, we aim to construct tools to identify suicidal Twitter users (who attempted suicide) based on their tweets collected from spans of 30-days (subtask 1) and six months (subtask 2) before the adverse event’s occurrence date (Maca-vaney et al., 2021). The small number of users in the labeled collections of subtask 1 (57 suicidal/57 control) and subtask 2 (82 suicidal/82 control) and the scarcity of tweets for some users pose these tasks as small-dataset classification challenges. On that note, Coppersmith et al. (2018) reported high performance with deep learning (DL) methods on these collections after enriching them with additional data (418 suicidal/418 control).

When formulating the strategy to attack the challenge, we were motivated by the real-life applicability of the methods. Some social media domains already started implementing auto-detection tools to prevent suicide (Ji et al., 2020). These tools continuously monitor the presence of suicide risk in new posts. Therefore, we chose to train the models at the tweet level. Next, we develop a majority voting scheme over the classified tweets to report an overall suicide risk score for a user. We employ simple machine learning (ML) methods and create an ensemble. We also experiment with DL methods to assess whether complexity would improve the results. Since successful ML applications thrive on feature engineering (Domingos, 2012), we conduct feature selection to evaluate and determine the best feature sets for the models.

Our experiments suggest that majority voting (MV) over tweet-level classification scores is a viable approach for the short-term prediction of suicide risk. We observe that DL methods require plentiful resources despite the small size of the datasets. Simple ML methods with feature selection return satisfactory results, and the performance further improves by the ensemble classifier. We also observe that the MV approach falls short on the six-month-long data regardless of the applied model. Yet this limitation provides the invaluable insight that suicidal ideation signals are more significant when the date of the suicidal event is closer, which stresses the need for more complex, noise immune models for longer time-spanning data. In this context, we consider a noise-immune model as a suicidal ideation detection model that is not affected by tweets lacking suicidal ideation.

2 Methods

Pre-processing: We clean the tweets by removing user mentions, URLs, punctuation, and non-ASCII characters, then normalize hashtags into words using a probabilistic splitting tool based on English
Wikipedia unigram frequencies (Anderson, 2019). We maintain stopwords and emojis, as they might provide clues regarding the suicidal ideation of the users.

**Experimentation Framework:** Before designing the experiments, we face a critical choice: Should we merge all tweets per user, or should we perform the assessment per tweet and then aggregate the scores? To answer this, we consider a real-life risk assessment system. The system should provide a score every time someone posts a tweet. Some social media domains already implement these systems (Ji et al., 2020). Hence, we select to train the models to classify tweets, then apply majority voting (MV) per user to compute a risk score based on the tweet scores. Our framework is described in Figure 1.

![Figure 1: Classification framework used to compute person-level risk scores from the tweet-level scores.](image)

**Experiments with Standard ML methods:** Before ML experiments, we initially explore a simple approach that constructs graphs from training sets and computes how well the given texts match the graphs (Bayram et al., 2018). However, tweets proved to be unfit for the method due to low word counts.

As most ML methods depend on learning from features, we select n-gram features where \( n \leq 2 \) for their popularity in suicide studies (O’Dea et al., 2015; De Choudhury et al., 2016; Pestian et al., 2020). For bigrams \((n = 2)\), we apply a sliding window over concurrent words using the NLTK library (Bird et al., 2009). Next, we eliminate infrequent n-grams from the training set to reduce uninformative features (occurring in \( \leq 3 \) tweets in 30-days, \( \leq 10 \) tweets in 182-days training sets). Subsequently, we scale the features by row-normalizing them with the root of the sum of the square (i.e. variation) of the feature values.

Among the popular ML methods in suicide literature is logistic regression (LR) (Walsh et al., 2017; De Choudhury et al., 2016; O’Dea et al., 2015). We select the “liblinear” solver with default settings for being recommended for small datasets (Buitinck et al., 2013). To cover diverse mathematical frameworks and assumptions, we also include two naive Bayes methods (Gaussian (GNB) and Multinomial (MNB) with default settings) (Buitinck et al., 2013). We also experiment with K-Nearest Neighbors with different distance (uniform, weighted) and neighborhood \((k \in \{3, 5, 8\})\) settings, but we eliminate it for low within-dataset results. Similarly, ensemble-learning methods (Adaboost, XGBoost, Random Forest) also return underwhelming performance despite the parameter tuning, and thus, were eliminated. Additionally, we evaluate support vector machines (SVM) for their popularity in suicide research (Zhu et al., 2020; Pestian et al., 2020; O’Dea et al., 2015). SVM with rbf kernel proves to be successful but requires costly parameter tuning, while linear SVM (ISVM) shows success on within-dataset evaluations with less cost. Consequently, we select ISVM of sklearn (default settings) for the shared task (Buitinck et al., 2013), which returns only binary classification results. To convert them to probabilities, we apply probability calibration with logistic regression (CalibratedClassiferCV).

**Feature selection:** Following the ML method selections, we evaluate the effect of feature selection on ML performance. To compute feature importance scores, we also use the LR. For each selected number of features, we gather top suicidal and control features. Next, we train and evaluate the ML methods in a leave-one-out (LOO) framework using those features. The feature selection results of the selected ML methods for two subtasks are in Figure 2. We select the best ML models from these plots.

**Experiments with Ensemble:** Ensemble classifiers previously showed success in ML challenges (Niculescu-Mizil et al., 2009). Since every classifier renders predicted probabilities for every data point, we build an ensemble classifier to optimize the results of four selected ML methods (LR, GNB, MNB, ISVM). We adopt a weighting ensemble method where the weight of each classifier is set proportional to its performance (Rokach, 2010). We call this method weighted Ensemble (wEns).

**Experiments with DL:** To measure whether re-
results would improve with complexity, we also evaluate shallow DL methods. We use the pre-trained transformer model Bert-base-uncased (Devlin et al., 2018) to catch the linguistics features of the tweets. The embeddings are then fed to a DL Recurrent Units-based architecture to learn text sequence orders. We experiment with two types of recurrent neural networks (RNNs): Long Short Term Memory (LSTM) (Gers et al., 1999), and Gated Recurrent Unit (GRU) known for overcoming vanishing and exploding gradient problems faced by vanilla RNNs during training (Cho et al., 2014). After assessing various configurations of both architectures, we settle on a multi-layer bi-directional GRU with the following characteristics: embedding dimension=256, number of layers=2, batch size=32. We call this model GRU-Bert. We include a drop-out to regularise learning and a fully connected layer with a Sigmoid activation to produce the classification for each tweet. Finally, we include the same majority voting framework to infer the classification on the user level. We use Pytorch (Paszke et al., 2019) and scikit-learn (Buitinck et al., 2013) libraries for implementation.

3 Results

Before training each classifier, we employ the best performing top features from the Figure 2, where every classifier has its most fitting top features for each subtask. Next, we construct a LOO cross-validation framework for within-dataset evaluations.\(^1\) It is important to note that, in each step of the LOO, we choose new user ids for evaluation and completely exclude all of their tweets from the training sets to evade ML methods potentially learning the way a person drafts tweets. That means the within-dataset LOO results of a subtask are reported for all users of the labeled set. Moreover, the labeled datasets have more users than the unlabeled test sets per subtask (e.g. 57 vs. 11 suicidal users in subtask1). Ergo, we expect a high magnitudinal difference between the within-dataset and the test results.

Table 1: Within-dataset evaluation results.

<table>
<thead>
<tr>
<th>Method</th>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>78.0</td>
<td>81.6</td>
<td>84.2</td>
<td>31.6</td>
<td>80.8</td>
</tr>
<tr>
<td>GNB</td>
<td>81.2</td>
<td>88.8</td>
<td>94.7</td>
<td>38.6</td>
<td>89.3</td>
</tr>
<tr>
<td>MNB</td>
<td>83.1</td>
<td>84.8</td>
<td>86.0</td>
<td>21.0</td>
<td>86.8</td>
</tr>
<tr>
<td>lSVM</td>
<td>81.9</td>
<td>87.2</td>
<td>91.2</td>
<td>31.6</td>
<td>88.6</td>
</tr>
<tr>
<td>wEns</td>
<td><strong>85.0</strong></td>
<td><strong>90.6</strong></td>
<td><strong>94.7</strong></td>
<td>28.1</td>
<td><strong>93.2</strong></td>
</tr>
<tr>
<td>GRU-Bert</td>
<td>81.2</td>
<td>82.2</td>
<td>83.1</td>
<td>21.7</td>
<td>84.0</td>
</tr>
</tbody>
</table>

Subtask 1: (30 days)

Subtask 2: (6 months)

<table>
<thead>
<tr>
<th>Method</th>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>81.9</td>
<td>83.9</td>
<td>85.4</td>
<td><strong>23.2</strong></td>
<td>85.5</td>
</tr>
<tr>
<td>GNB</td>
<td>69.6</td>
<td>83.0</td>
<td><strong>95.1</strong></td>
<td>78.0</td>
<td>81.5</td>
</tr>
<tr>
<td>MNB</td>
<td>75.7</td>
<td>77.1</td>
<td>78.0</td>
<td>28.0</td>
<td>82.8</td>
</tr>
<tr>
<td>lSVM</td>
<td>78.6</td>
<td>87.1</td>
<td>93.9</td>
<td>45.1</td>
<td>84.6</td>
</tr>
<tr>
<td>wEns</td>
<td><strong>81.7</strong></td>
<td><strong>88.0</strong></td>
<td>92.7</td>
<td>34.1</td>
<td><strong>88.5</strong></td>
</tr>
<tr>
<td>GRU-Bert</td>
<td>74.5</td>
<td>75.4</td>
<td>76.0</td>
<td>28.6</td>
<td>77.5</td>
</tr>
</tbody>
</table>

The within-dataset evaluation results of the selected methods are in Table 1. For subtask 1, we obtain the best LOO cross-validation score from the wEns method that combines the results of four ML methods (LR, MNB, GNB, lSVM) in a way that improves the results obtained from each of them. Meanwhile, GRU-Bert and MNB return the lowest false positive rates (FPR) for this subtask.

\(^1\)Within-dataset evaluation results of the selected ML and weighted ensemble methods are obtained from LOO cross-validation. While for GRU-Bert, collections were split into training-validation-test sets in 70:10:20 ratios.
which might be a critical rate to consider in real-life applications in social media domains. LOO results of subtask 2 in Table 1 show that wEns returns the best scores for the longer-spanning dataset as well, where LR returns the best FPR, and GBN returns the highest true positives rate (TPR).

Table 2: Test results over unlabeled data and the results from the baseline method of CLPsych2021.

<table>
<thead>
<tr>
<th>Subtask 1: (30 days)</th>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>63.6</td>
<td>63.6</td>
<td>63.6</td>
<td>36.4</td>
<td>66.1</td>
</tr>
<tr>
<td>LR</td>
<td>63.6</td>
<td>63.6</td>
<td>63.6</td>
<td>36.4</td>
<td>74.0</td>
</tr>
<tr>
<td>wEns</td>
<td>69.2</td>
<td>76.3</td>
<td>81.8</td>
<td>54.5</td>
<td>70.2</td>
</tr>
</tbody>
</table>

Subtask 2: (6 months)

<table>
<thead>
<tr>
<th>Subtask 2: (6 months)</th>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>71.0</td>
<td>72.4</td>
<td>73.3</td>
<td>33.3</td>
<td>76.4</td>
</tr>
<tr>
<td>LR</td>
<td>64.5</td>
<td>65.8</td>
<td>66.7</td>
<td>40.0</td>
<td>56.9</td>
</tr>
<tr>
<td>wEns</td>
<td>59.5</td>
<td>67.1</td>
<td>73.3</td>
<td>73.3</td>
<td>58.2</td>
</tr>
</tbody>
</table>

Based on the LOO results, we select three different methods we were allowed to submit for the evaluation of the test set: LR, wEns, and GRU-Bert. We choose LR and wEns for their high performance on LOO experiments, while we select GRU-Bert for measuring how a DL method would generalize over the test sets. The baseline classifier provided by the organizers is also a logistic regression. However, it performs the classification over merged tweets of users - therefore is different from our implementation of LR. In Table 2, wEns appears to provide the best F1, F2, and TPR scores over the test set of subtask 1, while our LR outperforms the AUC of the baseline method. While these methods show the success of generalizability on the 30-days test set, the results are not that successful for subtask 2. The wEns method performs the same as the baseline in terms of TPR, but the rest of the scores are lower than the baseline results.

4 Discussion

In subtask 1, the test set results show that feature selection can considerably enhance the performance of ML models compared to the baseline. We also find that the ensemble classifier is comparably better than the baseline in this subtask. Meanwhile, though the baseline of CLPsych2021 is the same as our LR, our additional MV and feature selection together enable LR to substantially outperform the baseline. These successes of simple ML methods indicate that a collection of tweets from within the 30-days of a suicidal event is good enough to capture the existence of suicidal ideation, which is an important finding for future real-life suicide prevention applications.

In contrast to the observations from subtask 1, our test results on subtask 2 are unsatisfactory. Yet, they provide the valuable insight that suicidal signals are more significant in the short-term, and older tweets lacking suicidal ideation generate noise. This insight suggests the need to account for a time-domain aspect. To investigate the viability of this claim, we experiment with a simple time-decay coefficient in the MV framework and evaluate it through LR on the test set. We multiply each vote by the coefficient \( 2^{-\frac{\text{timeDiff}}{\text{halfLife}}/\text{halfLife}} \) where timeDiff is the number of days between the current and last tweets, and halfLife (e.g. 7 days) is a hyperparameter that reflects the weight of a vote in the final suicide risk score of a user. Initial experiments show that even this simple time-decay coefficient improves the test results significantly. This observation suggests that tweet dates are critical features for this subtask and should be included in future work.

Notwithstanding, on both subtasks, the shallow DL methods we experimented with perform poorly. These results could be attributed to overfitting on the small dataset and noise sensitivity for the larger time-spanning dataset. Additionally, regardless of the dataset size, these methods proved to be computationally expensive. As within-dataset experiments using simple ML methods outperformed these expensive shallow DL methods, we excluded the latter from the test set evaluation. Future work on DL will include deeper, more complex, and noise immune methods that could integrate Convolutional neural networks (CNN), deeper LSTM or GRU layers, and experiments with various word embedding models.

If we compare our findings with those in Copper-Smith et al. (2018), we observe different results in terms of short-term versus long-term dataset classifications. We attribute these different outcomes to the fact that the original study optimizes the design for detecting trait-level (relevant to risk for any point in time) suicide risk when we endeavor to identify suicidal ideation at the state level (immediate risk presence). This design choice, along with tweet-level classification, enabled our model to recognize suicidal nuances in short-term tweets. Meanwhile, we were unable to detect any suicidal
ideation through manual inspection (reading and interpreting the tweets) over most of these tweets due to their noisy and ambiguous nature.

5 Conclusion

In this shared task, we investigate various models for identifying suicide risk based on user's tweets. Inspired by real-life applications, we focus on assessing suicide risk on the tweet level. Experimental results reveal that the ensemble classifier can identify suicidal users from 30-days tweets with a high performance rate, demonstrating the power of majority voting over tweet-level classifications for short-term suicide risk detection. Meanwhile, we construe from the underwhelming results on the six-month dataset that these models were more sensitive to the signals relevant to short term risk than those relevant to long term risk. In future work, we will incorporate a temporal aspect to improve the noise immunity of our models, and we will continue experimenting with more complex models.
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Abstract

We propose a deep learning architecture and test three other machine learning models to automatically detect individuals that will attempt suicide within (1) 30 days and (2) six months, using their social media post data provided in (Macavaney et al., 2021) via the CLPsych 2021 shared task. Additionally, we create and extract three sets of handcrafted features for suicide risk detection based on the three-stage theory of suicide and prior work on emotions and the use of pronouns among persons exhibiting suicidal ideations. Extensive experimentations show that some of the traditional machine learning methods outperform the baseline with an F1 score of 0.741 and F2 score of 0.833 on subtask 1 (prediction of a suicide attempt 30 days prior). However, the proposed deep learning method outperforms the baseline with F1 score of 0.737 and F2 score of 0.843 on subtask 2 (prediction of suicide 6 months prior).

1 Introduction

According to World Health Organization (WHO)\textsuperscript{1}, close to 800,000 people die due to suicide every year, which is one person every 40 seconds. The US Centers for Disease Control and Prevention (CDC)\textsuperscript{2} claimed that suicide was the tenth leading cause of death overall in the United States. Recently, there has been a trend in using natural language processing (NLP) techniques on unstructured physician notes from electronic health record (EHR) data to detect high-risk patients (Fernandes et al., 2018).

With the proliferation of social media where there is free sharing of information, mining data from these platforms has become a natural way to extend the above body of work in more natural settings. Consequently, researchers have started to apply machine learning and NLP based techniques to detect suicide ideation on social media platforms (Ramírez-Cifuentes et al., 2020; Roy et al., 2020). Some of them focused on handcrafted features, including TF-IDF (Zhang et al., 2011), LIWC (Tausczik and W, 2010), N-gram, Part-of-Speech (PoS) and emotions (Shah et al., 2020; Zirikly et al., 2019; Zhang et al., 2015; Ji et al., 2020), while others explored language embeddings (Cao et al., 2019; Jones et al., 2019; Sawhney et al., 2018; Coppersmith et al., 2018).

In this paper, we present several approaches to detect suicide ideation from Twitter posts (1) 30 days before the attempt and (2) six months before the attempt. We use the dataset provided by the CLPsych 2021 Shared Tasks Macavaney et al. (2021) towards this goal.

The main contributions of our work are:

• Explored and generated multiple handcrafted feature sets motivated by prior work in this area
• Proposed a new deep learning architecture that uses latent features from tweets to detect suicide attempts
• Tested several machine learning algorithms using only handcrafted features and only latent features
• Achieved better performance than baseline in terms of F1, F2 and True Positive Rate (TPR) on both subtasks

Summary of Findings: The main takeaways from this work are:

• Extensive testing on the dataset shows that latent feature (Doc2Vec (Lau and Baldwin, 2016)), is better at detecting suicide attempts from the tweets than handcrafted features
• Most of our models performed better on detecting individuals who have attempted suicide or were a victim of suicide than on detecting control individuals who have not
• The KNN and SVM with latent features perform best on subtask 1, with respect to F1, F2 and TPR; while our proposed C-Attention (C-Att) network performs best on subtask 2, with respect to F1, F2 and TPR.

2 Method

Before we describe the methods in detail we provide a summary of the features used in our work. We use two classes of features: latent features and handcrafted features. These are described in the sections below.

2.1 Latent Features

Latent features are typically obtained as language embeddings. In our case, we used the Doc2vec (Lau and Baldwin, 2016) to generate both word embeddings and document embeddings on each post. Doc2Vec creates a vectorized representation of a group of words (or a single word, when used in that mode) taken collectively as a single unit. For every document in the corpus, Doc2Vec computes a feature vector. There are two models for implementing Doc2vec: Distributed Memory version of Paragraph Vector (PV-DM) and Distributed Bag of Words version of Paragraph Vector (PV-DBOW). For our experimentation, we used Distributed Memory (DM) version. DM randomly samples consecutive words from a sentence and predicts a center word using these randomly sampled set of context words and the feature vector.

2.2 Handcrafted Features

2.2.1 Emotions

Emotions can be good indicators of depression and suicide ideation (Desmet and Hoste, 2013; Coppersmith et al., 2016; Cao et al., 2020; Ghosh et al., 2020), so we include emotions as one of the handcrafted features. We used the method proposed in (Shao et al., 2019) to generate 12 emotion tags, including contentment, pride, fear, anxiety, sadness, disgust, relief, shame, anger, interest, agreeableness and joy. Apart from that we also generated emotion intensity scores using NRC lexicon (Mohammad, 2018), for the emotions like anger, anticipation, disgust, fear, joy, sadness, surprise and trust. After removing duplicates, we selected 17 emotion tags.

2.2.2 Parts of Speech

We use NLTK (Bird et al., 2009) to generate Part-of-Speech tags. PoS tags can detect the syntactic structure difference between users that attempt suicide and the control group (Ji et al., 2020). It has been shown (Roubidoux, 2012) that persons attempting suicide use more first person pronouns. Therefore, we also calculate the number of occurrences of first person pronouns like “I”, “me”, “mine” and “myself” and include this count as another PoS related handcrafted feature. In total, we generated 34 PoS tags per post for the “30 days prior prediction” subtask and 37 PoS tags for the “6 months prior prediction” subtask.

2.2.3 Three-step theory of suicide and suicide dictionary

We then generate a dictionary of words based on the three-step theory of suicide (3ST) (Klonsky and May, 2015) beginning with the ideation, followed by unmitigated strengthening of the idea due to insufficient social support and precipitated by an attempt. These stages are underpinned by feelings of hopelessness (Dixon et al., 1991), thwarted belongingness and burdensomeness (Chu et al., 2018; Forkmann and Teismann, 2017). Violence usually differentiates attempters and non-attempters (Stack, 2014). Surviving an attempt is expected to be accompanied by feelings of shame (Wiklander et al., 2012; Wolk-Wasserman, 1985). We expect these feelings to be out of phase with each other creating a leading, inline and lagging indicator of suicide attempt. We used Word2vec (Mikolov et al., 2013b,a,c) software to construct these dictionaries using the accompanying utility (also available in online versions) by evaluating closest neighbors of words (gloom and burden, violence, hurt and shame), each containing about 100 words with some manual cleanup and editing. The manual cleanup involved removing stop-words, words with hyphens, special characters, some vernacular tokens, and words that differed in capitalization alone. We generated this feature set by counting each keyword in each post. In addition, we manually created a dictionary of suicide keywords based on suicide-related words published in (Low et al., 2020; Yao et al., 2020), and counted how many suicide-related keywords occurred in each post.

2.3 Models

In this work, we proposed a deep learning model and used a few other machine learning models for...
each subtask. The proposed deep learning model, which we refer to as the C-Attention Network, is our primary model.

2.3.1 C-Attention Network

Figure 1 depicts our C-Attention network which uses latent features to detect suicide attempts. This network is similar to our prior C-Attention Embedding model (Wang et al., 2020) with the following differences:

- In this work we consider each post as a small document, and use Doc2Vec to generate a 100-dimension embedding representation for each post; whereas the work in (Wang et al., 2020) generated a sentence embedding for each sentence in a speech.
- We removed the positional encoding layer since there is no positional dependency among posts.

In summary, the architecture first calculates the embeddings of the dataset, then processes it via a multi head self-attention (MHA) module that captures the intra-feature relations; an attention layer followed by a single convolution layer and a softmax layer. The MHA module is the same as that proposed in (Vaswani et al., 2017) for the popular transformer architecture.

2.3.2 Latent Features with Other Machine Learning Models

In this approach we combined all the posts for each user. Stop words were removed from the posts and lemmatized. The average length of posts was found to be 140 words. Long posts were chunked into 150 words segments to retain meaningful information in each post. A single 200-dimension embedding vector is generated for each segment using the Doc2Vec as described in Section 2.1.

We applied linear discriminant analysis (LDA) (McLachlan, 2004) for dimensionality reduction before classification. The output of LDA was fed to machine learning models. K-Nearest Neighbors (KNN) (Jiang et al., 2012) with K=3, Support Vector Machine (SVM) (Rissola et al., 2019) with linear kernel (referred to as SVM(EB) in the rest of the paper) and Decision Tree (D-Tree) (Song and Ying, 2015) classifier models were considered.

2.3.3 Handcrafted Features with Other Machine Learning Models

We used three other machine learning models on the handcrafted features described in Sec 2.2 to address both challenges. The three machine learning models were: Random Forest Classifier (RF) (Breiman, 2001), Logistic Regression (LR) (Aladağ et al., 2018) and Support Vector Machine (SVM) (Rissola et al., 2019) (referred to as SVM(HF) for the rest of the paper). We used the entire handcrafted features since we found that leaving out any of those handcrafted feature sets would introduce a performance drop. We fine-tuned the parameters of each ML model, for example, we set the kernel as rbf (radial basis function) on SVM(HF) model; set the solver as liblinear (limited to one-versus-rest schemes) on LR model; and set the max depth to 4 on RF model to get the best predictions.

3 Results

Table 1 and Table 2 show the performance results. The results reported in Table 1 were obtained by running the KNN, SVM(EB) and SVM(HF) models which were trained on the entire training set. The performance of the models are measured in terms of F1 and F2 scores, True Positive Rates (TPR), False Positive Rates (FPR) and Area Under the ROC Curve (AUC).
Table 1: Results obtained by running the KNN, SVM(EB) and SVM(HF) models trained on the entire training set.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subtask 1 (30 days)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.636</td>
<td>0.636</td>
<td>0.636</td>
<td>0.364</td>
<td>0.661</td>
</tr>
<tr>
<td>KNN</td>
<td>0.286</td>
<td>0.278</td>
<td>0.273</td>
<td>0.636</td>
<td>0.264</td>
</tr>
<tr>
<td>SVM(EB)</td>
<td>0.400</td>
<td>0.377</td>
<td>0.364</td>
<td>0.455</td>
<td>0.529</td>
</tr>
<tr>
<td>SVM(HF)</td>
<td>0.364</td>
<td>0.364</td>
<td>0.364</td>
<td>0.636</td>
<td>0.397</td>
</tr>
<tr>
<td><strong>Subtask 2 (6 months)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.710</td>
<td>0.724</td>
<td>0.733</td>
<td>0.333</td>
<td>0.764</td>
</tr>
<tr>
<td>KNN</td>
<td>0.429</td>
<td>0.411</td>
<td>0.400</td>
<td>0.467</td>
<td>0.444</td>
</tr>
<tr>
<td>SVM(EB)</td>
<td>0.533</td>
<td>0.533</td>
<td>0.533</td>
<td>0.467</td>
<td>0.640</td>
</tr>
<tr>
<td>SVM(HF)</td>
<td>0.400</td>
<td>0.400</td>
<td>0.400</td>
<td>0.600</td>
<td>0.502</td>
</tr>
</tbody>
</table>

Table 2: Results obtained when the training dataset was split into training and validation set as described. HF represents handcrafted features. EB represents word embeddings.

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Subtask 1 (30 days)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.636</td>
<td>0.636</td>
<td>0.636</td>
<td>0.364</td>
<td>0.661</td>
</tr>
<tr>
<td>C-Att</td>
<td>0.690</td>
<td>0.806</td>
<td>0.909</td>
<td>0.727</td>
<td>0.504</td>
</tr>
<tr>
<td>SVM(HF)</td>
<td>0.621</td>
<td>0.726</td>
<td>0.818</td>
<td>0.818</td>
<td>0.570</td>
</tr>
<tr>
<td>LR</td>
<td>0.571</td>
<td>0.556</td>
<td>0.545</td>
<td>0.364</td>
<td>0.434</td>
</tr>
<tr>
<td>RF</td>
<td>0.444</td>
<td>0.392</td>
<td>0.364</td>
<td>0.273</td>
<td>0.603</td>
</tr>
<tr>
<td>KNN</td>
<td><strong>0.741</strong></td>
<td><strong>0.833</strong></td>
<td><strong>0.909</strong></td>
<td>0.545</td>
<td><strong>0.694</strong></td>
</tr>
<tr>
<td>D-Tree</td>
<td>0.667</td>
<td>0.750</td>
<td>0.818</td>
<td>0.636</td>
<td>0.591</td>
</tr>
<tr>
<td>SVM(EB)</td>
<td><strong>0.741</strong></td>
<td><strong>0.833</strong></td>
<td><strong>0.909</strong></td>
<td>0.545</td>
<td><strong>0.653</strong></td>
</tr>
<tr>
<td><strong>Subtask 2 (6 months)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.710</td>
<td>0.724</td>
<td>0.733</td>
<td>0.333</td>
<td><strong>0.764</strong></td>
</tr>
<tr>
<td>C-Att</td>
<td><strong>0.737</strong></td>
<td><strong>0.843</strong></td>
<td><strong>0.933</strong></td>
<td>0.600</td>
<td>0.76</td>
</tr>
<tr>
<td>SVM(HF)</td>
<td>0.600</td>
<td>0.706</td>
<td>0.800</td>
<td>0.867</td>
<td>0.518</td>
</tr>
<tr>
<td>LR</td>
<td>0.563</td>
<td>0.584</td>
<td>0.600</td>
<td>0.533</td>
<td>0.542</td>
</tr>
<tr>
<td>RF</td>
<td>0.417</td>
<td>0.362</td>
<td>0.333</td>
<td><strong>0.267</strong></td>
<td>0.558</td>
</tr>
<tr>
<td>KNN</td>
<td>0.500</td>
<td>0.479</td>
<td>0.467</td>
<td>0.400</td>
<td>0.536</td>
</tr>
<tr>
<td>D-Tree</td>
<td>0.500</td>
<td>0.479</td>
<td>0.467</td>
<td>0.400</td>
<td>0.533</td>
</tr>
<tr>
<td>SVM(EB)</td>
<td>0.444</td>
<td>0.417</td>
<td>0.400</td>
<td>0.400</td>
<td>0.489</td>
</tr>
</tbody>
</table>

4 Analysis/Discussion

The results reported in Table 1 were generated by the KNN, SVM(EB) and SVM(HF) models, which performed best on the training set. From Table 1, we can see that the baseline provided by the CLPsych 2021 shared task outperformed all of these methods. After a thorough investigation of the results, we observed that those models that did not perform best on the training set, performed better on the test set. It probably indicates that we over-trained our models on the training set.

As a result, in the following experiments, we randomly split the training set into 80% for training and 20% for validation, and use the models that performed best on the validation set to predict suicide in the test set. The new performance results on the test set are shown in Table 2.

We noted that in subtask 1, KNN and SVM(EB) performed best in terms of F1, F2 and TRP. The best AUC was achieved by KNN only, and the best FPR was achieved by RF. In subtask 2, C-Att performed best in terms of F1, F2 and TRP; the best FPR was achieved by RF; and the best AUC was achieved by Baseline.

Our experiment results would indicate that:

- In general, latent features perform better than handcrafted features in this shared task
- C-Att model performs better on longer range suicide predictions and KNN and SVM(EB) work better on shorter range suicide predictions
- Besides RF, our other models perform better on detecting suicide individuals than control individuals

5 Conclusion

In this work, we introduce C-Attention model and test other machine learning models to automatically detect suicidal individuals based on the latent feature (Doc2Vec) and handcrafted features including emotions, PoS, and three-step theory of suicide and suicide dictionary. Our results show that both KNN and SVM(EB) achieved the best F1 score of 0.741 and F2 score of 0.833 on subtask 1 (prediction of a suicide attempt 30 days prior), and C-Att reached the best F1 score of 0.737 and F2 score of 0.843 on subtask 2 (prediction of suicide 6 months prior).

Ultimately, this work supports the use of social media as an avenue to better predict and understand the experience of suicidal thoughts. However more
work is needed to better decipher why certain features and models best predict suicidality in large, diverse, representative samples.
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Abstract

We describe our system for identifying users at-risk for suicide based on their tweets developed for the CLPsych 2021 Shared Task. Based on research in mental health studies linking self-harm tendencies with suicide, in our system, we attempt to characterize self-harm aspects expressed in user tweets over a period of time. To this end, we design SHTM, a Self-Harm Topic Model that combines Latent Dirichlet Allocation with a self-harm dictionary for modeling daily tweets of users. Next, differences in moods and topics over time are captured as features to train a deep learning model for suicide prediction.

1 Introduction

Social media portals provide outlets for people to express their thoughts and emotions, and researchers have noted that user writings on social media contain signs and symptoms of various mental disorders (Coppersmith et al., 2014). Due to this reason, automated methods for identifying individuals “at risk” for various conditions such as depression, suicide, and addiction based on their online activity is an upcoming, recent research topic (Niederhoffer et al., 2019; Losada et al., 2020a).

In this paper, we focus on suicide, a leading cause of mortality among younger population (Patton et al., 2009) and address the problem of identifying individuals at-risk for suicide as part of the CLPsych 2021 Shared Task. In particular, we make use of the well-established link between self-harm tendencies and suicide (Kidger et al., 2012; Losada et al., 2020b) and study the expression of self-harm moods in user tweets. Our contributions are as follows:

• We propose SHTM, a topic model for capturing the self-harm aspects expressed in user writings. SHTM uses self-harm dictionaries in a novel way within the Latent Dirichlet Allocation model to represent the topical as well as self-harm content expressed in a given text. SHTM extracts self-harm word groups that may be indicative of various mental health issues seen in at-risk persons.

• Next, we characterize mood changes captured in the writings using SHTM and show that the topic and mood profiles of the “control” and “at risk” individuals over time are different. We use this information to design features for our deep learning based classification model and test them on the tweet datasets from the CLPsych 2021 Shared Task.

2 Methods

2.1 SHTM: Our Topic Model

Probabilistic topic models are widely-used in text mining and NLP research for their ability to extract latent topics from a given document collection in an unsupervised manner (Koltcov et al., 2014; Lin and He, 2009; Wei and Croft, 2006). In particular, topic models based on Latent Dirichlet Allocation (Blei et al., 2003) were effectively used to characterize temporal topical trends and topical evolution (Bollegli et al., 2009; Lau et al., 2012; He et al., 2009). We describe our extension to the well-known LDA model for handling self-harm content changes through SHTM our Topic Model for Self-Harm content.

The document generative process in standard LDA is based on the assumption that a given document can be viewed as a mixture of latent topics. To model self-harm aspects expressed in text, we make use of a dictionary comprising of expert-compiled words commonly-used by individuals engaging in self-harm activities ($D_{SH}$) and “split” the document text based on whether a word is found in $D_{SH}$ or $V$ (the rest of the vocabulary). That is, we assume that the presence of a word from $D_{SH}$ indicates a Self-Harm Mood (SHM) expressed by the user whereas other words express “regular” topics.
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Based on the above premise, each word in the text generation process of SHTM is either conditioned on a latent topic $t$, or a latent self-harm mood $e$, and a given document is a mixture of topics $\theta_t$ (as in regular LDA) as well as a mixture of SHMs $\theta_e$ (which includes “NoSH or no self-harm” mood). The plate diagram for SHTM is shown in Figure 1. We refer the interested reader to Heinrich (2005) for the derivations for the sampling equations due to space constraints.

In SHTM, the topic assignment process (operating on all words in $\mathcal{V}$) is exactly the same as in standard LDA, whereas the self-harm mood assignments though similar, work only on words from $\mathcal{D}_{SH}$. Furthermore, input texts with no words from $\mathcal{D}_{SH}$ are directly assigned the “NoSH” mood. We posit that via this distinction of words based on their presence in $\mathcal{D}_{SH}$, we can capture both the topical content and self-harm moods of a text directly via SHTM’s topical and mood dimensions. That is, similar to how a given document can be represented using its topic proportion vector (in a reduced dimension) in standard LDA, using SHTM, each user-generated text can be represented using a topic proportion vector as well as an SHM proportion vector and these vectors can be used to track changes along time when temporal information is available.

That is, let $\ldots, w_{t-1}, w_t, w_{t+1} \ldots$ represent a sequence of writings for a given user. To track the change in mood for the user at timepoint $t$, given a context window $w$, we use the averaged SHM vectors for $w_{t-w} \ldots w_{t-1}$ and compute the difference between this average vector and the SHM vector for $w_t$ using measures such as cosine distance or KL divergence (Hall et al., 2008; Gollapalli and Li, 2015).

2.2 Our LSTM Classification Model

We used a deep learning model based on Long Short-Term Memory (LSTM) shown in Figure 2. Since both LSTMs and term feature vectors are effective for text classification problems (Aggarwal and Zhai, 2012; Pouyanfar et al., 2018), our model aims to combine the benefits of both via a two-part setup in which the output from the LSTM which captures the sequence information present in textual content is combined with aggregate features such as normalized term frequencies and SHTM-based features.

3 Experiments and Results

Data: The dataset for the CLPsych 2021 Shared Task contains Twitter posts of users who attempted or committed suicide, and control individuals collected from OurDataHelps (ODH). The competition involves two subtasks: “Prediction of a suicide attempt 30 days prior” (ODH30) and “Prediction of suicide attempt 6 months prior” (ODH182). We refer the reader to the overview paper of the CLPsych 2021 Shared Task (Macavaney et al., 2021) for further details on the data.

Briefly, the datasets for both tasks are fairly balanced containing roughly equal number of positive and control users as well as tweets. For the ODH182 and ODH30 subtasks, the training

---

1https://ourdatahelps.org
datasets comprise 162 and 109 users and 13K and 2K tweets, respectively. The test datasets comprise about 20 percent of the number of users available for training. The Shared Task also provides access to two other datasets: (1) a Practice Dataset (PD) comprising of tweets of users with ‘#depression’ or similar hashtag\(^2\) and (2) the University of Maryland (UMD) Suicidality Dataset based on Reddit posts (Zirikly et al., 2019; Shing et al., 2018).

As part of the task setup, all data was only accessible within a secure computing environment known as the UMD/National Opinion Research Center (NORC) Mental Health Data Enclave and all experiments were to be performed in this space. We refer the reader to MacAvaney, et al (2021) for details of the Enclave and the challenges involved in performing experiments in such environments.

Implementation Details: \(SHTM\) was implemented in Java by extending the topic model code provided in the Mallet toolkit (McCallum, 2002). Default settings in Mallet were used for hyperparameter initialization and probability sampling. We tested three options including (a) All ODH data including the data provided for ODH30 and ODH182 tasks (ODH-only), (b) All ODH data and UMD data (ODH+UMD), and (c) All ODH and tweets from the Practice Dataset (ODH+PD). We used only data from relevant subreddits (picked manually based on term filters ‘suicide’, ‘self-harm’ and ‘depression’) for the UMD collection. Based on the word clusters extracted by \(SHTM\) for each SHM on a few choices of number of topics and SHM, we set the values of the number of topics and SHMs, respectively to (20, 5) for ODH-only, (15, 5) for ODH+UMD and (50, 10) for ODH+PD. \(SHTM\) assignments from these runs were used for computing features for classification.

We employed standard text mining normalization steps to process the tweets. That is, all stopwords, punctuation and tokens starting with “@”, referring to URLs, and non-alphanumeric ones were removed and all content was lowercased. After employing a term frequency threshold of 3, the vocabulary size \(|\mathcal{V}|\) is approximately 13K. For our self-harm word dictionary \(D_{SH}\), we curated words from the sources for Psycholinguistic features used by Trifan et al (2020) to assemble a small list of 50 phrases corresponding to self-harm activities. Words in \(D_{SH}\) include “self-image” “bruises”, “numbing”, and “trauma”\(^3\).

Incorporating Context and Sampling: In our tasks, while predictions need to be made at user-level, we are given a sequence of time-stamped tweets with each user. Rather than create a single training instance clubbing all tweets available for a user, or creating a separate instance per tweet, we choose a middle ground based on the notion that from a practical standpoint, a classifier should be able to handle partial data availability rather than the entire 30 or 182 day periods. We enable this by creating multiple instances per user based on a context window parameter \(\omega\).

Let \(T_i\) represents the set of all tweets posted on date \(t\). For each user, we select all tweets generated from \(T_{i-\omega+1}\) to \(T_{i}\) inclusive to create a training instance. Starting from the last tweet posted by the user, we slide the window \(\omega\) times to obtain a maximum of \(\omega\) overlapping instances for each user. In this way, we can sample user tweets along different timepoints for training our models.\(^4\)

Classifier Settings: We experimented with emotion-enriched word embeddings (Agrawal et al., 2018) and GloVE (Pennington et al., 2014) word embeddings for representing text within LSTMs. The number of LSTM units were set to 50 with the sequence length set to 1000. The output from LSTMs and aggregate features were concatenated and input to a subsequent dense layer of size 100. The dropout rate was set to 0.2 and we used the Adam optimizer for training all models with cross-entropy loss.\(^5\)

3.1 Results and Discussion

We briefly summarize our results in this section. Note that we have several tunable parameters: number of topics/SHM, clusters for \(SHTM\) model, learning model parameters such as LSTM and layer dimensions, as well as the \(\omega\) and \(n\) parameters that affect number of training instances added per user and the context window for aggregating tweets. We tune these parameters using validation experiments. That is, the training data is randomly split into 80/20% train/validation portions of the data using three different random seeds. All parameter

\(^2\)https://github.com/swcwang/depression-detection

\(^3\)https://github.com/NUS-IDS/clpsych21-sharedtask

\(^4\)All available sliding windows are considered during prediction and we predict a user as “positive” if any instance associated with the user is classified as positive.

\(^5\)Classification models were implemented using Python 3.9.1 and associated Torch libraries provided on the Enclave.
Table 1: Performance of our classification is compared against the baseline model for the two subtasks of CLPsych 2021. 

<table>
<thead>
<tr>
<th>Setting/Model</th>
<th>F1</th>
<th>F2</th>
<th>TP</th>
<th>FP</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>ODH-30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competition Baseline</td>
<td>0.228±0.108</td>
<td>0.259±0.135</td>
<td>0.285±0.159</td>
<td>0.729±0.115</td>
<td>0.335±0.169</td>
</tr>
<tr>
<td>Best Validation: w=3, n=3</td>
<td>0.706±0.181</td>
<td>0.749±0.196</td>
<td>0.783±0.214</td>
<td>0.270±0.115</td>
<td>0.800±0.192</td>
</tr>
<tr>
<td>ODH-182</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competition Baseline</td>
<td>0.547±0.034</td>
<td>0.597±0.049</td>
<td>0.643±0.105</td>
<td>0.483±0.178</td>
<td>0.654±0.033</td>
</tr>
<tr>
<td>Best Validation, w=10, n=7</td>
<td>0.6230.044</td>
<td>0.783±0.012</td>
<td>0.950±0.042</td>
<td>0.780±0.088</td>
<td>0.587±0.076</td>
</tr>
<tr>
<td>ODH-30</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competition Baseline</td>
<td>0.636</td>
<td>0.656</td>
<td>0.636</td>
<td>0.364</td>
<td>0.661</td>
</tr>
<tr>
<td>Our Top-2 submitted runs: w=3, n=3</td>
<td>0.615</td>
<td>0.714</td>
<td>0.8</td>
<td>0.727</td>
<td>0.664</td>
</tr>
<tr>
<td>w=5, n=2</td>
<td>0.583</td>
<td>0.648</td>
<td>0.7</td>
<td>0.636</td>
<td>0.645</td>
</tr>
<tr>
<td>ODH-182</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Competition Baseline</td>
<td>0.71</td>
<td>0.724</td>
<td>0.733</td>
<td>0.333</td>
<td>0.764</td>
</tr>
<tr>
<td>Our Top-2 submitted runs: w=10, n=7</td>
<td>0.684</td>
<td>0.812</td>
<td>0.929</td>
<td>0.786</td>
<td>0.663</td>
</tr>
<tr>
<td>w=10, n=7 *</td>
<td>0.703</td>
<td>0.823</td>
<td>0.929</td>
<td>0.714</td>
<td>0.648</td>
</tr>
</tbody>
</table>

Table 1 illustrates the validation and test performances using our best configurations compared against the competition provided baseline model based on Logistic Regression. For the competition, the suggested measures include F1 (the standard measure combining precision and recall), F2 (which values recall twice as much as precision), true and false positive rates (TP and FP) as well as AUC which measures how the predictions are ranked.

Our model does significantly well in the validation runs on all measures for the ODH30 dataset but has significantly higher false positive rate and significantly lower AUC score for ODH182. For test performance, our model obtains a significantly higher F2 and true positive rates over the baseline model but is unable to beat the baseline on the F1 and AUC measures. We observe a significantly high number of false positives in all test runs with our model. The baseline performs surprisingly well on the test set as compared to training, while our model shows a higher degree of consistency.

Due to criticality of this prediction task, we would like to err on the side of caution. However, a high false positive rate is not useful in a practical prediction system. In future work, we aim to fully investigate this dataset specifically for reducing the FP rate, improving the overall prediction performance using other deep learning models.
and augmenting with related datasets (Losada et al., 2020a). We would also like to further investigate the capacity of SHM to act as a discriminant in other learning models (SVMs were not as successful as LSTMs in our experiments).

4 Conclusions and Future Work

We presented SHTM, our topic model for representing self-harm aspects expressed in social media texts. We used features based on self-harm mood changes and topic changes in tweets over time within a deep learning model to predict suicidal users. To the best of our knowledge, we are the first to employ topic models for studying mood characterization in context of suicide risk.

Several topic models were proposed in previous works for incorporating label information and improving prediction tasks (Blei and McAuliffe, 2007; Ramage et al., 2009; Nguyen et al., 2013; Ren et al., 2020). In future, we aim to incorporate emotion lexicons (Mohammad and Turney, 2010) into these models and suitably extend them to characterize temporal mood trends (Bolelli et al., 2009) of users with mental health issues such as depression, PTSD, and suicide (Chen et al., 2018).
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Abstract

This work presents the systems explored as part of the CLPsych 2021 Shared Task. More specifically, this work explores the relative performance of models trained on social media data for suicide risk assessment. For this task, we aim to investigate whether or not simple traditional models can outperform more complex fine-tuned deep learning models. Specifically, we build and compare a range of models including simple baseline models, feature-engineered machine learning models, and lastly, fine-tuned deep learning models. We find that simple more traditional machine learning models are more suited for this task and highlight the challenges faced when trying to leverage more sophisticated deep learning models.

1 Introduction

Globally 800,000 people die from suicide each year, which makes it one of the leading causes of death (Hannah Ritchie and Ortiz-Ospina, 2015). Despite decades of substantial efforts to analyze risk factors for suicidal thoughts and behaviors (Franklin et al., 2017), models have produced predictions only slightly better than random chance (AUCs=0.56-0.58) (Ophir et al., 2020). Recent progress in Natural Language Processing (NLP) and Machine Learning systems to predict suicide risk have been shown to have higher AUC 0.9 (Coppersmith et al., 2018), however it is still a complicated task particularly due to the sensitivity and difficulty in obtaining high quality labeled datasets.

This work is part of the 2021 CLPsych Shared Task (Macavaney et al., 2021), which provides secure and ethical access to sensitive data in order to work on the problem of predicting suicide risk from social media data. The shared task has two main objectives: prediction of a suicide attempt 30 days prior, and prediction of a suicide attempt 6 months prior. In this paper, we present our team’s results from the Shared Task using a variety of methods to improve performance. We focus on exploring various machine learning ensemble models, feature engineering approaches and compare to deep learning architectures and Transfer Learning methods in NLP. We find that baseline models such as Term Frequency, used in combination with simple machine learning models outperform fine-tuned deep learning Transformer-based models.

2 Methods

Our goal for this task was to compare the results of models across different levels of complexity, and see how they perform in the context of a small dataset in the mental health space. All Tweets were aggregated at the user level, and each of the classification methods were implemented and compared at that level.

2.1 Dataset

This work leverages the data provided by the 2021 CLPsych Workshop organizers (Macavaney et al., 2021). Data was provided for a series of Twitter users and all their Tweets for a certain timeframe of history: in Subtask 1 that timeframe was 30 days, while in Subtask 2 the timeframe was 182 days. The dataset also provided true binary labels about past suicide attempts as well as the date of attempt if applicable - a first for this type of shared task, only possible because of the secure computing environment that was provided. Real world binary outcomes have been used in other types of work (Coppersmith et al., 2018).

2.2 Baseline Model

The baseline model provided by the organizers involved a Term Frequency model in conjunction with a Logistic Regression classifier. This method involved simple preprocessing: cleaning hashtags, removing stopwords, and tokenizing Tweets.
addition, all of the models described in Section 2.3 leveraged the same preprocessing approach.

2.3 Machine Learning Models

2.3.1 Gradient Boosting - Syntax Features

This model used a gradient boosting classifier with an emphasis on manually created grammatical features. Prior research in this space has shown that grammatical and syntactic patterns are a consistent differentiator between individuals characterized with suicide risk and those who are not (O’dea et al., 2017). The features created were intended to measure this, and focused on length and syntax patterns prominent within the user’s Tweets. The length features comprised of both average word and sentence count. The syntax related features quantified pronoun usage, differentiating between first, second, and third-person pronouns as well as singular and plural pronouns.

2.3.2 Gradient Boosting - Character TF-IDF

This model used the same gradient boosting model as above, but used a different feature set. Also, this model stemmed the data as an additional preliminary preprocessing step. Instead of manually creating features from the text, this model utilized a character TF-IDF vector. Both gradient boosting models were applied to both Subtasks.

2.3.3 Ensemble Voting Classifier

Our third model used a voting method to create an ensemble machine learning model. Features were created using an n-gram Term Frequency with unigrams and bigrams, across the entire training set, with 5,000 maximum features. We then trained three machine learning models: a Logistic Regression classifier, a Multinomial Naive Bayes classifier, and a Random Forest classifier. We used a soft voting classifier - where the predicted class probabilities for each classifier are collected and averaged - and weighted each classifier equally. The final class label is then derived from the class label with the highest average probability between the three models. We picked conceptually different machine learning classifiers in order to balance out individual weaknesses in the average predicted probabilities.

2.4 Deep Learning Models

Lastly, we explored the effect of using NLP transfer learning methods and fine-tuning deep learning models. For this system, we used BERTweet (Nguyen et al., 2020) - a language model pre-trained on an 80GB corpus of 850M English Tweets - and fine-tuned it on the Shared Task dataset. BERTweet uses the same architecture as BERTbase (Devlin et al., 2018), with a pre-training procedure based on RoBERTa (Liu et al., 2019); it has generally proven to do better than its competitors on Tweet NLP tasks, including text classification. We only applied this deep learning system to Subtask 1, due to the limit on maximum sequence length at 512 and 128 for BERT and BERTweet respectively. Since Subtask 2 comprised of 6 months worth of Tweets its sequence length was above the maximum requirements of BERT and BERTweet, and therefore not included in this part of our investigation.

2.4.1 BERTweet Preprocessing

Before applying BERTweet to the classification task, we normalized the Tweets by following the same preprocessing steps applied to the BERT pre-training corpus. This included tokenizing the Tweets using TweetTokenizer from the NLTK toolkit and using the emoji package to translate emotion icons into text strings. In addition, raw Tweets were normalized by converting user mentions and web/url links into special tokens as provided through the normalization argument in the BERTweet Transformers package (Wolf et al., 2019).

2.4.2 Fine-tuned Model

We explored two fine-tuning methods. In Method 1, we created a BERTweet model instance with a randomly initialized sequence classification head on top of the encoder, of output size 2. In Method 2, we froze the entire architecture and attached a dense neural network layer, updating only the weights of the attached layers.

Both fine-tuning approaches used a maximum sequence length of 128 tokens, and models were optimized using AdamW (Loshchilov and Hutter, 2017), which implements gradient bias correction as well as weight decay. We followed the recommended hyperparameters for fine-tuning as described in Appendix A3 of (Devlin et al., 2018): batch size 16, fixed learning rate of 2e-5, 4 epochs for fine-tuning Method 1 and 10 epochs for Method 2.

In our fine-tuning Method 2, we kept all the weights of the pre-trained BERTweet model frozen and appended a dense linear layer, a dropout layer
<table>
<thead>
<tr>
<th>Subtask 1 (30 days)</th>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Baseline</td>
<td>0.636</td>
<td>0.636</td>
<td>0.636</td>
<td>0.364</td>
<td>0.661</td>
</tr>
<tr>
<td>Run 1: Char. TF-IDF GB</td>
<td>0.455</td>
<td>0.455</td>
<td>0.455</td>
<td>0.545</td>
<td>0.438</td>
</tr>
<tr>
<td>Run 2: Syntax GB</td>
<td>0.500</td>
<td>0.472</td>
<td>0.455</td>
<td>0.364</td>
<td>0.616</td>
</tr>
<tr>
<td>Run 3: BERTweet</td>
<td>0.571</td>
<td>0.656</td>
<td>0.727</td>
<td>0.818</td>
<td>0.413</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Subtask 2 (6 months)</th>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task Baseline</td>
<td>0.710</td>
<td>0.724</td>
<td>0.733</td>
<td>0.333</td>
<td>0.764</td>
</tr>
<tr>
<td>Run 1: Syntax GB</td>
<td>0.467</td>
<td>0.467</td>
<td>0.467</td>
<td>0.533</td>
<td>0.618</td>
</tr>
<tr>
<td>Run 2: Char. TF-IDF GB</td>
<td>0.516</td>
<td>0.526</td>
<td>0.533</td>
<td>0.533</td>
<td>0.591</td>
</tr>
<tr>
<td>Run 3: Voting Classifier</td>
<td>0.727</td>
<td>0.769</td>
<td>0.800</td>
<td>0.400</td>
<td>0.720</td>
</tr>
</tbody>
</table>

Table 1: Model results on CLPsych test set as compared to the task baseline system.

to reduce overfitting, and a softmax layer. The model was trained using a cross-entropy loss function. We computed the task performance after each training epoch on a validation set and selected the best model checkpoint to compute the performance on the test set.

3 Results

In Subtask 1, our models are as follows: Run 1 refers to the character TF-IDF gradient boosting model, Run 2 refers to the syntax gradient boosting model and Run 3 refers to the BERTweet model using fine-tuned Method 1. In the validation experiments, we found BERTweet fine-tuned Method 1 to outperform Method 2. In Subtask 2, Run 1 refers to the syntax gradient boosting model, Run 2 the character TF-IDF model, and Run 3 the voting classifier.

We see that in the case where the BERTweet model could be applied, it outperformed more simple machine learning models. However, although the BERTweet model had a high F1, F2, and TPR, it has a high FPR and a low AUC score - this implies that the model is overfitting, and has a tendency to predict 1s.

In the case where BERTweet could not be applied (Subtask 2), having an ensemble model fared better than the single gradient boosting models. The voting classifier outperformed the baseline in most metrics (F1, F2, TPR) but also had a nominally higher FPR and lower AUC score than the baseline. The increased FPR corresponds to misclassifying one negative sample as a positive sample. For assessing suicide risk though, we feel that it is better to overpredict suicide risk than underpredict, since the consequences of underpredicting are much more severe.

F2 score gives less weight to precision and more weight to recall therefore prioritizing the proportion of actual positives that were correctly identified. Both BERTweet (Subtask 1) and the voting classifier (Subtask 2) have higher F2 score than the baseline, however F2-score alone is an unsuitable metric as a classifier that predicts all 1s would have a recall of 1. The AUC is widely used to as a measure for predictive modeling accuracy, however, AUC is not recommended for small sample sizes (Hanczar et al., 2010). Overall, looking at all the metrics in Table 1 holistically is recommended.

4 Discussion

For Subtask 1, in the Transfer Learning methods, we tried two fine-tuning techniques. In the first approach, i.e. Method 1, we instantiate a BERTweet model with an added single linear layer on top for classification. In this approach, the entire pre-trained BERTweet model and the additional untrained classification layer is trained on our specific task. The average accuracy with the validation set was 0.51 and 0.45 for the test set, suggesting overfitting of the model. For the second approach, i.e. Method 2, we freeze all the layers of BERTweet and only update the weights of the attached layers. While the training loss decreased for the first 4 epochs, it did not decrease further, suggesting that the model was trained for too long and is also overfitting on the training data. While both approaches suggested that such a small dataset caused overfitting, a simple fine-tuning approach through adding one fully-connected layer to BERTweet and training the whole model end-to-end for a few epochs (Method 1) showed better results than appending a
custom architecture to the frozen BERTweet model (Method 2). As all Tweets were aggregated into one large Tweet at the user level and the sequence length was limited to 128, effectively this approach reduced the dataset from Tweets of the last 30 days to the last 1-3 days depending on the Tweet length. This causes loss of potentially valuable data and features that may be missed as these particular models cannot learn from the older Tweets. As the machine learning models do not have these limiting properties, they are more suitable for this task. A recommendation for future work is to transform the dataset in an alternate manner, for example, creating a classification task at the Tweet level instead of the aggregated User-Tweet level.

5 Conclusion

The main question we sought to explore in this paper was the following, would a classical machine learning model approach outperform a more sophisticated deep learning model for the suicide risk assessment task? Given past research in this space that struggled with this task as well as the small nature of the datasets, it was our hypothesis that keeping it simple would lead to better performance. Our findings support this hypothesis. We found that BERTweet struggled with overfitting and demonstrated limitations, such as sequence length, that made it difficult to leverage for this task. In our evaluations, we found that a simple baseline model, or an ensemble of machine learning models can outperform the more sophisticated models. In addition, the short time period inherent in building a model for a Shared Task made it difficult to investigate alternate data transformations that are more appropriate for a complex model like fine-tuned BERT/BERTweet. However, we do find some promise in the test performance of BERTweet for Subtask 1 and believe with more time and exploration a variation of Transfer Learning models can be built and leveraged in a task of this nature.

Ethics Statement

Secure access to the shared task dataset was provided with IRB approval under University of Maryland, College Park protocol 1642625.
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Abstract

This paper describes our approach to the CLPsych 2021 Shared Task, in which we aimed to predict suicide attempts based on Twitter feed data. We approached this challenge by emphasizing reliance on prior domain knowledge. We developed novel theory-driven features, and integrated prior knowledge with empirical evidence in a principled manner using Bayesian modeling. While this theory-guided approach increases bias and lowers accuracy on the training set, it was successful in preventing over-fitting. The models provided reasonable classification accuracy on unseen test data (0.68 ≤ AUC ≤ 0.84). Our approach may be particularly useful in prediction tasks trained on a relatively small data set.

1 Introduction

Suicide is a troubling public health issue (Haney et al., 2012), with an estimated prevalence of over 800,000 cases per year worldwide (Arensman et al., 2020). Suicide rates have been climbing steadily over the past two decades (Curtin et al., 2016; Naghavi, 2019; Glenn et al., 2020), especially in high-income countries (Arensman et al., 2020; Haney et al., 2012). Research has identified many risk factors linked to suicide (Franklin et al., 2017; Ribeiro et al., 2018), and suicide attempts (Yates et al., 2019; Miranda-Mendizabal et al., 2019). Despite these advances, directing these insights into real-life risk identification and suicide prevention remains challenging (Large et al., 2017b,a). Early identification is crucial, as direct, brief, and acute interventions are helpful in preventing suicide attempts (Doupnik et al., 2020).

For the sake of early detection, there are increasing attempts to try and find warning signs in publicly-available social media data. As part of this effort, the 2021 Computational Linguistics and Clinical Psychology Workshop (CLPsych), have provided access to de-identified Twitter feeds of individuals who have made suicide attempts (as well as others who have not), with the task of predicting suicide attempts based on tweets up to 30 days (Subtask 1) or 182 days (Subtask 2) before such attempts.

Machine-learning algorithms and natural language processing (“NLP”) methods have proven highly useful on many prediction problems. Current approaches typically rely on inductive algorithms that learn regularities in the data. When data are noisy (as is the case in human behavior), the ability to generalize predictions often depends on the size of the training set. Given the sensitive nature of suicide-related data, labeled data on this matter are scarce. This relative scarcity of training examples (e.g., 114/164 individuals in the current task) presents a difficult prediction problem, and increased risk of model over-fitting.

In light of the unique properties of this problem, we reasoned that an emphasis on domain knowledge (rather than on algorithmic solution) is warranted, and may help reduce over-fitting. Therefore, we adopted the following principles for the prediction task: 1. We used logistic regression rather than potentially more complex models that are often prone to over-fitting (e.g., DNN, SVM, RF). 2. We engineered and evaluated many theory-driven features, based on our domain expertise in psychology (e.g., Simchon and Gilead, 2018). 3. We integrated prior knowledge and the empirical evidence in a principled manner. Using Bayesian modeling, we incorporated empirical priors from past findings in psychology literature. When we lacked specific priors for a feature of interest, we regularized our parameters using general, domain-level empirical priors (van Zwet and Gelman, 2020), derived from a meta-analysis of replication studies in psychology (Open Science Collaboration et al., 2015).
2 Methodology

Participants in the Shared Task were given a training set which consisted of 2485 tweets from 114 individuals, 57 having attempted suicide and 57 controls, in the 30-day set, and 15928 tweets from 164 individuals, 82 in each group, in the 182-day set.

2.1 Features

<table>
<thead>
<tr>
<th>Feature with Informed Priors</th>
<th>Effect-Size (r)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adverbs-SD</td>
<td>0.113</td>
</tr>
<tr>
<td>Anger-M</td>
<td>0.068</td>
</tr>
<tr>
<td>Anger-SD</td>
<td>0.068</td>
</tr>
<tr>
<td>Body-SD</td>
<td>0.07</td>
</tr>
<tr>
<td>Female-M</td>
<td>0.105</td>
</tr>
<tr>
<td>Female-SD</td>
<td>0.105</td>
</tr>
<tr>
<td>Focus-On-Present-SD</td>
<td>0.095</td>
</tr>
<tr>
<td>Informal-SD</td>
<td>0.041</td>
</tr>
<tr>
<td>Ingest-SD</td>
<td>0.021</td>
</tr>
<tr>
<td>I-Pronouns-M</td>
<td>0.046</td>
</tr>
<tr>
<td>Negative-Emotion-M</td>
<td>0.141</td>
</tr>
<tr>
<td>Negative-Emotion-SD</td>
<td>0.141</td>
</tr>
<tr>
<td>Pronouns-M</td>
<td>0.137</td>
</tr>
<tr>
<td>Personal-Pronouns-M</td>
<td>0.015</td>
</tr>
<tr>
<td>Sexual-M</td>
<td>0.073</td>
</tr>
<tr>
<td>Sexual-SD</td>
<td>0.073</td>
</tr>
<tr>
<td>Swear-Words-M</td>
<td>0.055</td>
</tr>
<tr>
<td>Swear-Words-SD</td>
<td>0.055</td>
</tr>
<tr>
<td>Verbs-M</td>
<td>0.101</td>
</tr>
<tr>
<td>Work-M</td>
<td>-0.099</td>
</tr>
<tr>
<td>They-M</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Table 1: LIWC Features with Informed Priors (Effect sizes from Eichstaedt et al., 2018). Effect sizes entered the model on the log odds scale. Shown here in Pearson’s $r$ for convenience.

Twitter behavioral aspects: We counted the number of replies to others, and the number of unique fellow users mentioned in replies. The intuition behind these metrics being that they reflect on the social engagement of users. Loneliness and social isolation are robust risk factors for suicide (Leigh-Hunt et al., 2017; Franklin et al., 2017). The proportion of tweets written late at night (23:00 – 5:00) was measured, as sleep disorders are related to depression and suicidal ideation (Liu et al., 2020).

LIWC: The Linguistic Inquiry and Word Count (Pennebaker et al., 2015), is a widely used dictionary-based program for automatic text analysis. LIWC scales tap into psychological and linguistic features, and provide a good overview into an individual’s psychological makeup (Chung and Pennebaker, 2018). LIWC has been used in analyzing social media prior to suicide attempts (Coppersmith et al., 2016), as well as in analysis of suicide notes (Pestian et al., 2012) and poems of poets who later committed suicide (Stirman and Pennebaker, 2001). A central finding from LIWC analyses on suicidal populations is an increase in words pertaining to the self, and a decrease in words regarding others. We therefore measured the ratio of self words (‘I’) to group-words (‘We’). Most of the LIWC-derived features were given priors based on previous gold-standard findings in depression prediction, see Table 1 (Eichstaedt et al., 2018).

The Mind-Perception Dictionary: a dictionary tailored for mind perception which includes a category of agent-related emotions (Schweitzer and Waytz, 2020). The guiding idea was that individuals at risk of committing suicide may differ in their sense of agency from non-suicidal individuals. This feature was given a weakly-informed prior with center = 0.

Custom Dictionaries: We constructed custom dictionaries based on themes assumed to be linked with mental vulnerability, depression and suicide. The themes included were Social Longing, Fatigue, Self-destructive Behavior, and Unmet Desires and Needs. These features were given weakly-informed priors with center = 0.

2.2 Bayesian Modeling

Due to the large amount of potential predictive features, as a first step, we manually excluded variables which did not differ between suicidal individuals and controls in a univariate statistical analysis. A total of 30 significant variables were retained for the modeling stage (Table 1).

Using the ‘rstanarm’ package, an R wrapper for Stan (Carpenter et al., 2017; Goodrich et al., 2020), we deployed logistic-regression models with Bayesian MCMC estimation. The Bayesian infrastructure was chosen in order to formally determine custom priors for the various predictive features, based on existing psychological literature, and to regularize parameters based on the distribution of effect sizes in the field.

In order to assess the validity of this approach and its performance relative to inductive "bottom-
up" methods, we chose to submit one psychologically informed model, one "default" weakly-informed Bayesian model, and one regularized regression model.

Our models were: 

a) Informed priors with centers of distributions according to effect sizes found in previous studies (Table 1). In Subtask 1 the priors were from Cauchy distributions, with centers according to existing effect sizes, and scales set to 2.5 (the ‘rstanarm’ defaults): $\sim \text{Cauchy}(\mu, 2.5)$. In Subtask 2 the priors were from Laplace distributions with centers according to effect sizes, and scales of 1.687 as an approximation of a mixture prior, recommended for use in a database of 86 psychological replication studies (van Zwet and Gelman, 2020): $\sim \mathcal{L}(\mu, 1.687)$. For an example of the Bayesian approach see Figure 1.

b) Weakly-informed priors based on the ‘rstanarm’ defaults without any formal customizing.

c) A regularized regression algorithm, using the ‘glmnet’ (Friedman et al., 2010) and ‘caret’ (Kuhn, 2020) R packages. In Subtask 1 the model with optimal accuracy included $\alpha = 0$, ("Ridge" regression), and in Subtask 2 it included $\alpha = 1$ ("Lasso" regression).

3 Results

3.1 Subtask 1

In Subtask 1 the goal was to predict which Individuals were likely to attempt suicide based on tweets up to 30 days prior. Model performances on the training set are displayed in Table 2. The first model (M1) was a Bayesian logistic-regression model using psychologically informed priors. We compared 2 types of distributions for the priors (around the custom centers). The first, a Cauchy distribution with scales set at 2.5. The second, a Laplace distribution with scales of 1.687 (see "Bayesian Modeling" above). In the Subtask 1 training set, the Informed-Priors Cauchy distribution slightly outperformed the Informed-Priors Laplace distribution in a 5-fold cross-validation.

The second model (M2) was a weakly-informed Bayesian logistic-regression model with priors drawn from a Cauchy Distribution with center = 0 and scale = 2.5.

The third model (M3) was logistic-regression model with regularization. We conducted 5-fold cross validation, with 3 repeats for hyper-parameter tuning of the penalty type ($\alpha$), and the regularization parameter ($\lambda$). In the Subtask 1 training set, the optimal prediction accuracy included the hyper-

<table>
<thead>
<tr>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0.466</td>
<td>0.452</td>
<td>0.447</td>
<td>0.423</td>
</tr>
<tr>
<td>M2</td>
<td>0.480</td>
<td>0.474</td>
<td>0.476</td>
<td>0.436</td>
</tr>
<tr>
<td>M3</td>
<td>0.589</td>
<td>0.580</td>
<td>0.573</td>
<td>0.374</td>
</tr>
</tbody>
</table>

Table 2: 5-fold CV Results. M1: Informed priors; M2: Weakly-informed priors; M3: Ridge/Lasso regression.

3.2 Subtask 2

In Subtask 2 the goal was to predict which Individuals were likely to attempt suicide from tweets up to 6 months (182 days) prior. M1 was a Bayesian logistic-regression model using psychologically informed priors. Like in Subtask 1, We compared 2 types of distributions for the priors: Cauchy and Laplace. In the Subtask 2 training set, the Informed-Priors Laplace distribution outperformed the Informed-Priors Cauchy.

M2 again included a weakly-informed Bayesian logistic-regression model. M3 was once more a regularized logistic-regression model. In the Subtask 2 training set, the optimal prediction accuracy included $\alpha = 1$ ("Lasso"), and $\lambda = 0.1$.

Results on the test set are displayed in Table 3. In both tasks models yielded above-chance predictions, and performed better on the test set than the baseline.

<table>
<thead>
<tr>
<th>F1</th>
<th>F2</th>
<th>TPR</th>
<th>FPR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>0.466</td>
<td>0.452</td>
<td>0.447</td>
<td>0.423</td>
</tr>
<tr>
<td>M2</td>
<td>0.480</td>
<td>0.474</td>
<td>0.476</td>
<td>0.436</td>
</tr>
<tr>
<td>M3</td>
<td>0.589</td>
<td>0.580</td>
<td>0.573</td>
<td>0.374</td>
</tr>
</tbody>
</table>

Table 3: Official Test Results. BL: Task Baseline; M1: Informed priors; M2: Weakly-informed priors; M3: Ridge/Lasso regression.
Figure 1: Example of the Bayesian approach using informed (Personal Pronouns) and weakly-informed (Miss, Unique Others) priors and likelihood of the evidence to estimate posterior distributions of three example parameters.

training set. In Subtask 1, the models only slightly outperformed the task’s baseline model, but in Subtask 2, the models yielded high AUC scores.

4 Discussion

We trained simple classification models, based on psychological features, to determine which individuals may attempt suicide. We used Psychologically-informed and weakly-informed Bayesian models as well as regularized regression models. Our models yielded moderately successful predictions on Subtask 1, and considerably better predictions on Subtask 2 (0.791 ≤ AUC ≤ 0.844, comparable to Cohen’s d of 1.145 – 1.430). In this task, the informed Bayesian model (M1) was more successful than the weakly-informed (M2). The data-driven regularized regression models (M3) were slightly less accurate in Subtask 1 than the informed model (M1), and slightly more accurate in Subtask 2, perhaps due to the fact that Subtask 2 included more data than Subtask 1.

In addition, in both tasks the Bayesian models (M1, M2) were particularly successful in avoiding False Positive prediction outcomes. Admittedly, in the case of suicide detection, it may be prudent to "err on the side of caution", to avoid missing patients in need of care. However, language-based screening on social media tends to be targeted more for broad risk-detection (Cook et al., 2016). In the case of early risk detection it may also be valid to avoid false alarms in order to reduce unwarranted alarm, especially given the potential for suicidal suggestibility.

Our theory-driven features, as well as the informed Bayesian models, were reliant on domain knowledge to help overcome the problem posed by working with small data sets. Indeed, incorporating knowledge gained from previous research seemed to have aided in forming a generalized model that did not exhibit over-fitting. Another benefit of this approach lies in model interpretability and in its conduciveness to cumulative scientific discovery. We relied on prior empirical findings, and produced updated empirical priors—in light of the task data—which are simple to interpret and share with others (refer to table 4 for feature importance analysis).

The majority of previous work in suicide prediction was done by using proxies to suicidal behavior such as clinical risk assessment and suicidal ideation, (see Fodeh et al., 2019; Ophir et al., 2020; Coppersmith et al., 2018). Thanks to the CLPsych workshop, and the access to valuable data directly indicative of suicidal behavior, we were able to present similar prediction accuracies on actual suicide attempts. The findings derived from this data show great promise for the use of NLP in suicide prevention.

5 Conclusion

Our current work provides a synthesis between classic scientific and novel data-driven paradigms. Future research is needed to further explore how psychological knowledge and data science methods can be combined to aid in the gradual accumulation of scientific knowledge, and produce actionable predictions that may help save lives.
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Abstract

Analysis of client and therapist behavior in counseling sessions can provide helpful insights for assessing the quality of the session and consequently, the client’s behavioral outcome. In this paper, we study the automatic classification of standardized behavior codes (i.e. annotations) used for assessment of psychotherapy sessions in Motivational Interviewing (MI). We develop models and examine the classification of client behaviors throughout MI sessions, comparing the performance by models trained on large pretrained embeddings (RoBERTa) versus interpretable and expert-selected features (LIWC). Our best performing model using the pretrained RoBERTa embeddings beats the baseline model, achieving an F1 score of 0.66 in the subject-independent 3-class classification. Through statistical analysis on the classification results, we identify prominent LIWC features that may not have been captured by the model using pretrained embeddings. Although classification using LIWC features underperforms RoBERTa, our findings motivate the future direction of incorporating auxiliary tasks in the classification of MI codes.

1 Introduction

Motivational Interviewing (MI) is a psychotherapy treatment style for resolving ambivalence toward a problem such as alcohol or substance abuse. MI approaches focus on eliciting clients’ own intrinsic reasons for changing their behavior toward the desired outcome. MI commonly leverages a behavioral coding (annotation) system, Motivational Interviewing Skills Code (MISC) (Miller et al., 2003), which human annotators follow for coding both client’s and therapist’s utterance-level intentions and behaviors. These codes have shown to be effective means of assessing the quality of the session, training therapists, and estimating clients’ behavioral outcomes (Lundahl et al., 2010; diclemente et al., 2017; Magill et al., 2018). Due to the high cost and labor-intensive procedure of manually annotating utterance-level behaviors, existing efforts have worked on automatic coding of the MI behaviors. The client utterances throughout the MI session are categorized based on their expressed attitude toward change of behavior: (1) Change Talk (CT): willing to change, (2) Sustain Talk (ST): resisting to change, and (3) Follow/Neutral (FN): other talk unrelated to change. An example conversation between a therapist (T) and a client (C) is shown below.

T: [...] you talked about drinking about 7 times a week [...] Does that sound about right, or?
C: I don’t know so much any, like 5, probably like, the most 4 now, in the middle of the week I try to just kinda do work, (CT)
C: I mean, like I would (ST)
C: but, but getting up’s worse, it’s like being tired, not so much hungover just feeling uhh, class. [...] (CT)
T: When you do drink, how much would you say, would you say the ten’s about accurate?
C: About around ten, maybe less, maybe more, depends like, I don’t really count or anything but, it’s probably around ten or so. (FN)

Previous work in MI literature mainly approached automatic classification of behavior codes in MI by modeling utterance-level representations. Aswamenakul et al. (2018) trained a logistic regression model using both interpretable linguistic features (LIWC) and GloVe embeddings, finding that Sustain Talk is associated with positive attitude towards drinking, and the opposite for Change Talk. To account for dialog context, Can et al. (2015) formulated the task as a sequence labeling problem, and trained a Conditional Random Field (CRF) to predict MI codes. More recent approaches leveraged advances in neural networks, using standard recurrent neural networks (RNNs) (Xiao et al., 2016; Ewbank et al., 2020; Gibson et al., 2017).
et al., 2016; Huang et al., 2018) or hierarchical encoders with attention (Cao et al., 2019). In addition to context modeling, Tavabi et al. (2020) leveraged pretrained contextualized embeddings (Devlin et al., 2019) and incorporated the speech modality to classify MI codes, beating the previous baseline of Aswamenakul et al. (2018) on a similar dataset. The most gain seemed to come from powerful pretrained embeddings, as with many other NLP tasks. However, it is unclear what these BERT-like embeddings learn, as they are not as interpretable as the psycholinguistically motivated features (LIWC).

In this paper, we study the quality of automatic MI coding models in an attempt to understand what distinguishes language patterns in Change Talk, Sustain Talk, and Follow/Neutral. We develop a system for classifying clients’ utterance-level MI codes by modeling the client’s utterance and the preceding context history from both the client and the therapist. We compare the effectiveness and interpretability between contextualized pretrained embeddings and hand-crafted features, by training classifiers using (1) pretrained RoBERTa embeddings (Liu et al., 2019), (2) an interpretable and dictionary-based feature set, Linguistic Inquiry Word Count (LIWC) (Pennebaker et al., 2001). Our best-performing model outperforms the baseline model from previous work on the same dataset (Tavabi et al., 2020), reaching F1=0.66 from F1=0.63.

In examining misclassifications by both models, we identify features that are significant across classes. Our findings suggest that large pretrained embeddings like RoBERTa, despite their high representation power, might not necessarily capture all the salient features that are important in distinguishing the classes. We identified prominent features that are statistically significant across classes on the entire dataset, as well as the misclassified samples. These findings suggest that our systems might benefit from fine-tuning pretrained embeddings, adding auxiliary tasks (e.g., sentiment classification), and better context modeling.

2 Data

We use two clinical datasets (Borsari et al., 2015) collected in college campuses from real MI sessions with students having alcohol-related problems. The data consists of transcripts and audio recordings from the client-therapist in-session dialogues. The sessions are manually transcribed, and labelled per utterance using MISC codes. The dataset includes 219 sessions for 219 clients, consisting of about 93k client and therapist utterances; the client-therapist distribution of utterances is 0.44-0.54. The dataset is highly imbalanced, with a class distribution of [0.13, 0.59, 0.28] for [Sustain Talk, Follow/Neutral, Change Talk]. In addition to the in-session text and speech data, the dataset consists of session-level measures regarding clients’ behavioral changes toward the desired outcome. Additional metadata includes session-level global metrics such as therapist empathy, MI spirit, and client engagement.

3 Methodology

3.1 Embeddings and Feature sets

Pretrained RoBERTa Embeddings. RoBERTa (Liu et al., 2019) is an improved representation based on BERT (Devlin et al., 2019). RoBERTa differs from BERT in several aspects: removal of the Next Sentence Prediction objective, introduction of dynamic masking, pretrained on a larger dataset with larger mini-batches and longer sequences. These changes can improve the representations on our data, especially since dialogue utterances in psychotherapy can consist of very long sequences. Our preliminary experiments for fine-tuning both BERT and RoBERTa on our task showed that RoBERTa performed better. We therefore select...
RoBERTa to obtain utterance representations.

**Interpretable LIWC Features.** LIWC (Pennebaker et al., 2001) is a dictionary-based tool that assigns scores in psychologically meaningful categories including social and affective processes, based on words in a text input. It was developed by experts in social psychology and linguistics, and provides a mechanism for gaining interpretable and explainable insights in the text input. Given our focus domain of clinical psychology, where domain knowledge is highly valuable, we select the psychologically-motivated LIWC feature set as a natural point of comparison.

### 3.2 Classification Model

For classifying the clients’ MI codes, we learn the client utterance representation using features described in 3.1, as well as the preceding history from both the client and therapist. The input window includes the current utterance, and history context. Specifically, the input window consists of a total of 3 or more turn changes across speakers, where each turn consists of one or more consecutive utterances per speaker. In the beginning of the session, where the history context is shorter than the specified threshold, the context history consists of those limited preceding utterances. The size of the context window was selected empirically among 3, 4 or 5 turn changes.

Our input samples contain between 6 and 28 utterances depending on the dynamic of the dialogue, e.g. an example input could be [T C T T T C T C], where T denotes Therapist’s utterance and C denotes Client’s. The motivation for using the entire window of context and final utterance is that the encoding by our recurrent neural network (RNN) would carry more information from the final utterance and closer context, while retaining relevant information from the beginning of the window. We also investigated encoding the current utterance separate from the context using a linear layer, but did not see improvements in the classification results.

For RoBERTa embeddings, each utterance representation is the concatenation of (1) CLS token (2) mean pooling of the tokens from the last hidden state (3) max pooling of the tokens from the last hidden state. Figure 1 illustrates this process. For LIWC representations, the features are already extracted on the utterance level. Additionally, for both RoBERTa and LIWC representations, we add a binary dimension for each utterance to indicate the speaker. The history context representation for both RoBERTa and LIWC is obtained by concatenating the utterance-level representation vectors into a 2d matrix. These inputs are then fed into a unidirectional GRU, and the last hidden state is used for the last classification layer.

### 4 Results and Discussions

For training, we use a 5-fold subject-independent cross validation. 10% of the train data from each fold is randomly selected in stratified fashion, and held out as the validation set. We optimize the network using AdamW (Loshchilov and Hutter, 2019), with a learning rate of $10^{-4}$ and batch size of 32. We train our model for 25 epochs with early stopping after 10 epochs, and select the model with the highest macro F1 on the validation set. To handle class imbalance, we use a cross-entropy loss with a weight vector inversely proportional to the number of samples in each class. The GRU hidden dimension is 256 and 32 when running on RoBERTa and LIWC representations, respectively.

We compare our work to the best performing model from previous work (Tavabi et al., 2020), trained on the same dataset and under the same evaluation protocol. Briefly, this baseline model differs from our current model in several aspects: BERT embeddings were used as input; the representation vector for the current client utterance is fed into a linear layer. The client and therapist utterances within the context window are separated, mean-pooled and fed individually to two different linear layers. The output encodings from the three linear layers are merged and fed into another linear layer before being passed to the classification layer.

We perform statistical analysis to identify prominent LIWC features across pairs of classes, as well as misclassified samples from each classifier. Since the classifiers encode context, we incorporate the context in the statistical analysis by averaging the feature vectors along utterances within the input window.

#### 4.1 Classifier Performance

The classification results are shown in Table 1. The model trained using RoBERTa outperforms the model trained on LIWC features, in addition to beating the baseline model in (Tavabi et al., 2020) with F1-macro=0.66. Improved results over the
baseline model are likely due to the following: 1) The previous linear model encodes the client and therapist utterances from the context history separately, therefore potentially missing information from the dyadic interaction. 2) The RNN in our current model temporally encodes the dyadic interaction window. 3) Using RoBERTa embeddings improved over BERT embeddings, as RoBERTa was trained on larger datasets and on longer sequences, making them more powerful representations.

<table>
<thead>
<tr>
<th>Features</th>
<th>Baseline</th>
</tr>
</thead>
<tbody>
<tr>
<td>LIWC</td>
<td>RoBERTa</td>
</tr>
<tr>
<td>ST</td>
<td>0.41</td>
</tr>
<tr>
<td>FN</td>
<td>0.78</td>
</tr>
<tr>
<td>CT</td>
<td>0.56</td>
</tr>
<tr>
<td>All (macro)</td>
<td>0.58</td>
</tr>
<tr>
<td>All (micro)</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Table 1: F1-Score Classification Results

The results from other work on classifying client codes in MI range from F1-macro=0.44 (Can et al., 2015) to F1-macro=0.54 (Cao et al., 2019) on different datasets. Aswamenakul et al. (2018), who used a similar dataset to our work, reached F1-macro=0.57. Huang et al. (2018) obtained F1-macro=0.70 by using (ground truth) labels from prior utterances as the model input and domain adaptation for theme shifts throughout the session.

The F1 scores show that Sustain Talk, the minority class, is consistently the hardest to classify and Follow/Neutral, the majority class, the easiest. This is similar to findings from previous work in literature, e.g. (Can et al., 2015) and remains a challenge in automated MI coding. Using approaches like upsampling toward a more balanced dataset will be part of our future work. In order for these systems to be deployable in the clinical setting, the standard we adhere to is guided by a range developed by biostatisticians in the field, which indicates values higher than 0.75 to be “excellent” (Cicchetti, 1994). Therefore, despite the good results, there is much room for improvement before such systems can be autonomously utilized in real-world MI sessions.

4.2 Error Analysis

Figure 2 shows the confusion matrices from classification results by the model using LIWC features vs. RoBERTa embeddings. Comparing between classes, Sustain Talk gets misclassified about equally as Follow/Neutral and Change Talk by RoBERTa but it is much more often misclassified as Change Talk by LIWC. On the other hand, Change Talk is more often misclassified as Follow/Neutral by RoBERTa, but misclassified as Sustain Talk by LIWC.

Of the wrongly classified utterances by LIWC, 47% were correctly classified by RoBERTa. Of the RoBERTa misclassifications (11k utterances), about 30% were correctly classified by LIWC. Some examples of these cases are presented in Figure 3, which seem to be associated with certain key words related to salient features (Section 4.3).

T: What varies your drinking?
C: Money, (CT → ST)
C: if I have work to do I won’t drink. (CT)
T: Okay.

... ...

C: Anxious thing is kinda like I don’t have control, like I, I’m shaky and stuff like that. (CT)
T: Ok. Is your heart racing faster or, and, and that type of thing?
C: No, it’s not really anxious, it’s kinda just like a ... (CT → ST)
T: It’s more shaky?
C: It’s like agitated, kind of. (CT → ST)

Figure 3: Example dialog with correct and incorrect classifications. T=therapist; C=client; red (true → predicted) denotes misclassification by RoBERTa but correctly classified by LIWC; blue (true label) denotes correct classification by both models.

When both RoBERTa and LIWC misclassified, they give the same wrong prediction on 70% of those utterances. Some anecdotal examples of such cases are shown in Figure 4, most seem to be highly context-dependent, suggesting that better modeling
of context would potentially be useful.

T: Oh, ok, so the summer you usually
drink a little more
C: Yeah. (FN)
T: and then when you get to school, it’s...
C: Kinda cut down a little bit. (CT)
T: I see, because of like, school and
classes and stuff.
C: Yeah. (CT → FN)
T: And working on the weekends.
C: Yeah. (CT → FN)

Figure 4: Example dialog with correct and incorrect
classifications. T=therapist; C=client. blue (true label)
denotes correct classification by our models, red (true
→ predicted) denotes misclassification by both models.

We also experimented with simple concatenation
of RoBERTa and LIWC features, but did not find
significant improvements over the RoBERTa-only
model. Better models for combining RoBERTa and
LIWC features might improve our results, which
will be part of future work.

4.3 Salient Features

Statistical analysis on LIWC features across the
classes can help identify the salient features distin-
guishing the classes, therefore can signal im-
portant information picked up by the LIWC clas-
sifier. We used hierarchical Analysis of Variance
(ANOVA), with talk types nested under sessions to
account for individual differences, to find linguis-
tic features that are significantly different across
MI codes. To further examine the statistical sig-
ificance across pairs of classes, we performed a Tukey
post hoc test. We found the following features to
be the most statistically different features across
all the pairs of classes: ‘WPS’ (mean words per
sentence), ‘informal’, ‘assent’ (e.g. agree, ok, yes),
‘analytic.’ Additionally, ‘AllPunc’ (use of punctua-
tions) and ‘function’ (use of pronouns) were promi-
nent features that were significantly distinguishing
Follow/Neutral from the other classes.

We further looked into samples where RoBERTa
representations might be limited (i.e. misclassi-
fied), while LIWC features were correct in the
classification. Using ANOVA, we found the most
prominent features in such samples across the 3
classes: ‘swear’ (6.06), ‘money’ (5.29), ‘anger’
(2.24), ‘death’ (2.19), and ‘affiliation’ (2.00), where
numbers in parentheses denote F-statistic from hi-
erarchical ANOVA. This is consistent with our
error analysis in Section 4.2, as shown in Fig-
ure 3. The mean scores of the ‘swear,’ ‘money,’
and ‘anger’ categories are higher for Change Talk
compared to other classes. We hypothesize that
‘swear’ and ‘anger’ in Change Talk may represent
anger toward oneself regarding drinking behavior.
Words in the ‘money’ category might be related to
the high cost of alcohol (especially with college-
age clients), which can be motivation for behavior
change. The Change Talk samples misclassified
by the RoBERTa model may indicate the model’s
failure to capture such patterns.

5 Conclusion

We developed models for the classification of
clients’ MI codes. We experimented with pre-
trained RoBERTa embeddings and interpretable
LIWC features as our model inputs, where the
RoBERTa model outperformed the baseline from
previous work, reaching F1=0.66. Through statis-
tical analysis, we investigated prominent LIWC
features that are significantly different across pairs
of classes. We further looked into misclassified
samples across the classifiers, and identified promi-
nent features that may have not been captured by
the RoBERTa model. This finding motivates the
use of auxiliary tasks like sentiment and affect pre-
diction, in addition to fine-tuning the model with
domain-specific data and better context modeling.

With this work, we aim to develop systems for
enhancing effective communication in MI, which
can potentially generalize to other types of therapy
approaches. Identifying patterns of change lan-
guage can lead to MI strategies that will assist clin-
cicians with treatment, while facilitating efficient
means for training new therapists. These steps con-
tribute to the long-term goal of providing cost- and
time- effective evaluation of treatment fidelity, edu-
cation of new therapists, and ultimately broadening
access to lower-cost clinical resources for the gen-
eral population.
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Abstract

We address the problem of predicting psychiatric hospitalizations using linguistic features drawn from social media posts. We formulate this novel task and develop an approach to automatically extract time spans of self-reported psychiatric hospitalizations. Using this dataset, we build predictive models of psychiatric hospitalization, comparing feature sets, user vs. post classification, and comparing model performance using a varying time window of posts. Our best model achieves an F1 of .718 using 7 days of posts. Our results suggest that this is a useful framework for collecting hospitalization data, and that social media data can be leveraged to predict acute psychiatric crises before they occur, potentially saving lives and improving outcomes for individuals with mental illness.

1 Introduction

Every year, approximately 1% of adults in the United States are hospitalized for psychiatric reasons, including increased suicidality and psychosis (Elflein, 2020). With the global COVID-19 pandemic, hospitalizations due to suicidality are projected to increase substantially (John et al., 2020), and there is already evidence of the adverse impact of the pandemic on the mental health of individuals around the world (Cullen et al., 2020). Psychiatric hospitalizations typically result from crises among individuals struggling with suicidality and mental illness. The present study aims to predict psychiatric hospitalization due to increased suicidality or a psychotic break before it occurs.

There are several motivations for this research goal. Improving our ability to better predict psychiatric hospitalization helps enable the identification of early warning signs of these crises before they fully develop. Early detection and prediction of acute psychiatric crises is essential for lowering mortality rates and improving overall outcomes for individuals suffering with mental illness. Further, psychiatric hospitalizations place a tremendous burden on limited hospital resources, and involve steep costs for patients as well as taxpayers (Stensland et al., 2012; Owens et al., 2019).

Typically, prediction of psychiatric hospitalization has relied on rich and personalized clinical information for a particular patient. This requirement has limited the size of available datasets, and has also limited the possibility of reaching and helping potential patients who do not have a well-documented psychiatric medical history. In this work we circumvent this limitation by leveraging social media data to train and evaluate predictive models of psychiatric hospitalization. This is a necessary step towards the ultimate goal of predicting behavioral and cognitive changes that often lead to hospitalization. There is a rich literature of computer scientists, psychologists, and psychiatrists taking advantage of the vast amount of social media data – which includes language data of posts and comments, as well as meta-information such as preferences, engagement patterns, and group membership – to gain insights about mental states and behaviors of people with psychiatric disorders.
Building on this successful line of research, we detect engagement patterns combined with self-disclosures to identify potential periods of psychiatric hospitalization. We compile a dataset of these periods, or time spans, along with the posts preceding those periods, and conduct machine learning experiments to automatically predict whether a post precedes a hospitalization or not. Our results suggest that this is a potentially useful approach for predicting psychiatric hospitalizations before they occur. This can enable clinicians to mitigate and hopefully prevent a psychotic break or suicide attempt, helping to save patients’ lives and improve outcomes.

The rest of this paper is organized as follows: Section 2 reviews related work and Section 3 describes our novel data collection approach. Section 4 presents our experiments to predict psychiatric hospitalizations, and Section 5 provides analyses of the data and the learned models to gain further insights about the dataset and our results. We conclude in Section 6 and discuss ideas for future work.

2 Related Work

Research over the past decade has supported and validated the use of computational linguistics techniques applied to social media data for predicting and detecting mental illness across a broad range of psychiatric conditions (Guntuku et al., 2017; Wongkoblap et al., 2017). To date, linguistic indicators of psychopathology have been identified for a wide range of psychiatric conditions (Zomick et al., 2019; Coppersmith et al., 2015; Birnbaum et al., 2017; Huang et al., 2017; De Choudhury et al., 2013; Shen and Rudzicz, 2017). Recent work has also looked at detecting and predicting suicidality using linguistic features from social media posts (Du et al., 2018; Coppersmith et al., 2018; Zirikly et al., 2019).

While the majority of past research has compared specific psychiatric conditions with healthy control groups, more recent work has begun analyzing and identifying unique differences and discriminators among psychiatric conditions (Jiang et al., 2020; Cohan et al., 2018a; Coppersmith et al., 2015). As this area progresses, we have begun to investigate whether this technology can be used beyond detection of mental illness for detecting severity of symptomatology and prediction of acute psychiatric episodes that result in hospitalization. This would benefit patients by alerting clinicians to worsening symptoms, allowing for early intervention care and potential mitigation. Relatedly, advancements in machine learning techniques have led to the development of advanced models for predicting psychiatric crises such as increased suicidality and psychotic episodes using a multimodal approach based on clinical data (Koutsouleris et al., 2021). However, to date, these studies have relied exclusively on clinical data and medical data. To our knowledge, this is the first study to leverage a large dataset of publicly available social media posts for predicting psychiatric hospitalization.

3 Data Collection

In this section we describe the pipeline components of our dataset construction process, in the order in which they are applied.1 Table 1 presents the overall statistics of our dataset.

<table>
<thead>
<tr>
<th>Candidates</th>
<th>TI</th>
<th>SC</th>
<th>#Posts</th>
</tr>
</thead>
<tbody>
<tr>
<td>95,904</td>
<td>318</td>
<td>128</td>
<td>7,077</td>
</tr>
</tbody>
</table>

1Table 1: Overall dataset statistics, where Candidates are the total number of users we examined. TI corresponds to number of users from which we extracted hospitalization identification with time-span information and SC corresponds to the number of users having posts collected for the 21 days directly before the refined hospitalization span. #Posts are number of posts from these spans in total.

3.1 Candidate Collection

We begin data collection by identifying candidate Reddit users who may be at risk for a psychiatric hospitalization. We focus on two user groups: those that self-identify with a psychiatric disorder, and those that self-identify with suicidal ideation or attempted suicide. To identify such users, we leverage subreddits, or forums on Reddit dedicated to specific topics. Following Shing et al. (2018), we collect posts from the r/SuicideWatch (SW) subreddit, and following (Cohan et al., 2018b; Jiang et al., 2020) we collect posts from subreddits related to 8 different mental health conditions: obsessive compulsive disorder (OCD), schizophrenia (SZ), borderline personality disorder (BPD), post-traumatic stress disorder (PTSD), eating disorder (ED), major depression dis-order (MDD), general...
anxiety disorder (GAD) and bipolar disorder. We then use regular expression matching to extract self-identification statements from these posts to form our candidate user pool. Our data collection methods yield 69,682 candidates for suicidal risk and 35,606 candidates for mental health conditions.

3.2 Hospitalization Time Span Identification

After identifying nearly 100k candidate Reddit users at risk for psychiatric hospitalization, we designed an approach to identify users from that pool that have been hospitalized for psychiatric reasons. While previous work has shown that regular expression matching alone is able to create high precision mental health datasets (Coppersmith et al., 2014; Cohan et al., 2018b; Jiang et al., 2020), it is far more difficult to automatically construct a dataset with more fine-grained information. MacAvaney et al. (2018) created a dataset of self-disclosures of depression on Reddit, which includes manually annotated temporal information about the diagnosis date. In our case, it is important to not only identify users that self-disclose psychiatric hospitalizations, but also to pinpoint the time span of the hospital stay. There are several challenges associated with this task: First, we need to ensure that the correct time span is identified when a user mentions multiple events in a single post, and avoid identifying a time span that is not associated with the identified hospitalization instance. Second, there are various ways an adverbial phrase of time could be attached to a predicate, making regular expression design difficult. A third challenge is that some time-related words having other common synsets (e.g. “May”).

We address the above mentioned problems by (1) sentence-tokenizing the posts and performing all our matching at sentence-level; and (2) running a state-of-the-art semantic role labeling model first to identify the likely span for regular expression matching. Specifically, we only parse the [ARG-TMP] temporal field related to the hospitalization event, identified by the pre-trained SRL model (Shi and Lin, 2019) provided by AllenNLP (Gardner et al., 2018). When the identification is precise to date level we allow ±7 days of flexibility. In total, we extracted 72 hospitalization time spans from the SuicideWatch user group, and 349 time-spans from the psychiatric disorders user group. A clinical psychologist trainee manually reviewed all 421 spans and found that 69.12% of them were clearly correctly identified and relevant hospitalizations, while the other time-spans were not incorrect but simply lacked enough context in the post for confident labeling. This validates our proposed time-span identification approach, and suggests that further context (e.g. other posts in the same thread) may be useful to improve time-span identification.

3.3 Span Refinement

We observe that the most common duration of the span identified is one month, and it is desirable to have hospitalization time identified on a more fine-grained scale. For example, a user might mention that they were hospitalized “last June,” without providing specific start and end dates of their hospital stay. Coppersmith et al. (2017); Coppersmith et al. (2018) shows that social media provides information in the “clinical whitespace.” Inspired by them, we further identify rare media blackout periods in the previously found plausible hospitalization span, and use them as a proxy to a ground truth hospitalization period. To do this, we fit an exponential distribution on users’ social media posting activity, and define a rare media blackout period as the time span of inactivity where the occurrence probability is less than a certain threshold r. This process also provides us with other benefits, as we are able to characterize irregularities like throw-away accounts. Figure 1 is an example of such irregularities, where the user became significantly more active after the identified span; therefore we hypothesize that most of their posts would be related to their mental health condition and perhaps their hospitalization experience. In contrast, Figure 2 is an example of users who actively use their social media before and after the hospitalization blackout. We believe these users and their posts are potentially more useful for research, because they include posts on a wide range of topics over long periods of time, both before and after a psychiatric hospitalization. However, in this paper we make no further use of the features other than to select posts that directly precede a blackout period. When multiple rare media blackout periods are found for an identified span, we empirically select the one with the longest overlap with the span.

4 Prediction of Psychiatric Hospitalization

Having collected a dataset of proposed hospitalization spans and preceding posts, we use our col-
selected dataset to build predictive models of psychiatric hospitalizations. We experiment with two different task formulations: post-level prediction and user-level prediction. Post-level prediction involves a binary classification for each post, determining whether the post is followed by valid hospitalization span or not. User-level prediction classifies a group of posts from a user in a given time window to predict whether the user will be hospitalized. In order to train classification models, we first need to select negative samples as a control group for our experiments. We describe our methods of pairing negative samples in subsection 4.1. We experiment with three set of features: unigram, bigram and LIWC (Pennebaker et al., 2007, 2015) features. We perform hyper-parameter grid search to optimize performance. For all features we use the Naive-Bayes classifier, as it has been found to perform well on small datasets (NG and Jordan, 2002). We pre-process the text by lower-casing all input posts and, following the guidelines of (Benton et al., 2017), we de-identify posts by anonymizing URLs and replacing usernames with randomly generated strings.

4.1 Pairing Negative Samples

To form a challenging prediction task, we compile negative samples for classification by selecting control users from the same candidate pool that the target hospitalization group was selected from. The control users are those who do not have associated hospitalization time spans, but did have similar media blackout periods (described in subsection 3.3).

We group spans by number of post before the span in a prescribed time window of length \( d \) days. For each positive span we randomly sample a span from the negative span pool that has a similar number of posts, creating a balanced classification task. Note that we expect this task to be difficult because the control users either self-identified with mental health conditions or posted in the SW subreddit. For post-level classification, we use the same set of posts sampled on the user-level.

4.2 Classification

Table 2 shows mean F-1 scores from cross-validation on both user-level and post-level tasks. In all experiments, we set the span selection probability threshold \( t = 0.1 \). For user-level and post-level performance comparison, we set the inclusion number of days to \( d = 21 \).

<table>
<thead>
<tr>
<th></th>
<th>1-gram</th>
<th>1,2-gram</th>
<th>LIWC</th>
</tr>
</thead>
<tbody>
<tr>
<td>user-level</td>
<td>0.687</td>
<td>0.698</td>
<td>0.655</td>
</tr>
<tr>
<td>post-level</td>
<td>0.601</td>
<td>0.622</td>
<td>0.584</td>
</tr>
</tbody>
</table>

Table 2: Experiment result in F-1, with different features on both tasks.

The best performance of 0.698 F1 is obtained using bigrams for the user-level task. In general, user-level classification results in better F-1 scores, indicating that more context is likely crucial to success in psychiatric hospitalization prediction. N-gram features outperform LIWC features for both tasks, and adding bigram features perform better than unigrams alone. Overall, the model performance with a small amount of data is promising, well above a 50% random baseline.

4.3 Performance Over Time

We again run experiments for user-level classification with another more strictly paired control group that satisfies the pairing constraints mentioned in subsection 4.1 for \( d \in \{1, 7, 14, 21\} \). Table 3 shows the performance change as the window length increases. The results suggest that using a wider context is useful in predicting hospitalization blackouts, and the best performance was obtained using unigrams extracted from 7 days of posts.

5 Lexical Analysis

Figure 3 shows the list of most predictive words for the unigram model. We see that many words correspond to time duration (e.g. “week”, “month”),
medical professions (e.g., “med”, “doctor”, “hospital”) and conversation (e.g., “sorry”, “thanks”). We hypothesize that these may correspond to users’ frequent online posts seeking advice and describing conditions. Indeed we observe some posts conforming to this pattern through manual examinations.

care, come, person, taken, stuff, able, hear, weeks, & definitely, bit, let, doctor, does, makes, point, home, tell, times, sorry, family, months, hope, little, use, yeah, sleep, maybe, best, new, post, told, night, probably, voices, went, great, isn, meds, bot, moderator, school, days, thought, week, doesn, trying, started, working, used, mom, message, thank, long, doing, hospital, having, try, hard, love, year, thanks, bad, getting, actually, pretty, sure, thing, help, better, years, life, ll, need, said, right, say, didn, work, way, did, make, lot, day, got, things, url, want, going, feel, good, think, people, time, know, ve, really, don, like, just

Figure 3: The top 100 most predictive words for the hospitalized group by the uni-gram model.

6 Conclusion and Future Work

We present a novel social media data collection method for identifying hospitalization time spans and design a novel classification task for predicting psychiatric hospitalizations. We experiment with multiple linguistic feature sets and task formulations, including user-level and post-level classification, as well as varying the time window of posts used. Our results suggest that this is a useful framework for collecting data related to psychiatric hospitalization, and that social media data can be leveraged to predict psychiatric crises before they occur. In our ongoing and future work, we plan to conduct further analysis of the language of pre-hospitalization posts to gain insights about linguistic patterns and changes that occur as the user experiences a psychiatric crisis. We also plan to improve the data collection process to achieve better precision and to expand to a larger scale. We hope that an improved understanding of the linguistic cues that precede psychiatric hospitalizations, as well as improvements in automatic prediction of hospitalizations, will enable interventions that can potentially save lives and improve outcomes for individuals with mental illness.
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<table>
<thead>
<tr>
<th>$d$ (days)</th>
<th>1-gram</th>
<th>1,2-gram</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.678</td>
<td>0.676</td>
</tr>
<tr>
<td>7</td>
<td>0.718</td>
<td>0.695</td>
</tr>
<tr>
<td>14</td>
<td>0.697</td>
<td>0.692</td>
</tr>
<tr>
<td>21</td>
<td>0.708</td>
<td>0.706</td>
</tr>
</tbody>
</table>

Table 3: F-1 performance with different features on different window lengths
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Abstract

We present the first work on automatically capturing alliance rupture in transcribed therapy sessions, trained on the text and self-reported rupture scores from both therapists and clients. Our NLP baseline outperforms a strong majority baseline by a large margin and captures client reported ruptures unidentified by therapists in 40\% of such cases.

1 Introduction

The client-therapist relationship within a psychotherapy treatment (‘therapeutic alliance’) is considered a powerful predictor of therapy success across treatment modalities and disorders (Flückiger et al., 2018; Norcross and Lambert, 2019). Conversely, when a tension or a breakdown (rupture) occurs in the therapeutic alliance, it can often lead to unilateral termination of the treatment by the client or to poor psychotherapy outcomes (Eubanks et al., 2018). However, when alliance ruptures are recognised they can become meaningful therapeutic events (Chen et al., 2018). Indeed, alliance ruptures have been found to be beneficial to the therapeutic process and outcome when they are recognized and followed by repair of the rupture (Stevens et al., 2007; Stiles et al., 2004) and to hinder the process or outcome of therapy when they go unrecognized (Chen et al., 2018).

Challenges in capturing alliance rupture: Most studies have explored alliance ruptures using self-reports at relatively low time resolution (once each session, typically weekly). However, ruptures may occur at higher time resolutions within a session (Coutinho et al., 2014). In addition, standardized subjective measures have critical shortcomings, including the extent of participants’ self-insights, willingness to complete questionnaires, and the restricted choice of responses (Kazdin, 2016). Recent studies have used within-session coding tools to detect ruptures moment-by-moment during a session, yielding important insights into the withinsession processes that lead to ruptures (e.g., (Eubanks et al., 2015)). These insights have been used to train therapists to recognize ruptures when they happen (Eubanks-Carter et al., 2015). However, since observational human-coding is very labor intensive and expensive, these studies have focused on a small number of therapeutic components in a small sample of clients and at limited time points.

Benefits of capturing alliance rupture from text originating from the transcribed dialogue between therapist and client during therapy sessions include:

- Detecting alliance rupture even when therapists or clients are unaware of it. This would allow signaling the rupture to therapists and help them acknowledge it. Such information may be used alongside existing monitoring tools to inform therapists about meaningful instances of alliance rupture that went unrecognized.
- Subtler and more implicit content associated with a rupture would be captured, increasing our understanding of the specific moments and reasons for it.
- Alliance rupture would be captured in a cost-effective manner.

Contributions: To the best of our knowledge there is no work on capturing alliance rupture automatically from transcribed therapist or client utterances. Recently Goldberg et al. (2020) used 1,235 transcribed recorded sessions with client reported alliance to automatically predict per session alliance using the text from both therapist and client. They used four variants of a linear regression model with linguistic features from either the therapist or client. Their best performing model was only 0.02 more accurate than a baseline predicting the average alliance rating. They also provided a list of unigrams which correlate most with high and low alliance scores respectively.
Here we make the following contributions:

- We present the first work on automatically capturing alliance rupture (rather than alliance) trained on transcribed therapy sessions and self-reported rupture scores.
- We provide a detailed description of the dataset creation.
- We provide strong NLP baselines which outperform majority baselines by a large margin. Moreover we have an original privacy preservation setting whereby the data given to the NLP researchers was in encrypted format, facilitating the collaboration of NLP researchers with clinicians and companies with strong privacy concerns.
- We provide a qualitative analysis of examples where our NLP baselines capture client reported ruptures unrecognised by the therapist.

2 Dataset Description

Clients: were sampled from a pool of clients receiving individual psychotherapy at a university training outpatient clinic. Data were collected between Aug’14-Aug’16 as part of the clinic’s regular practice of monitoring clients’ progress. From an initial sample of 180 consented clients 34 (18.9%) dropped out. Clients were selected according to two criteria: (a) treatment duration of at least 15 sessions and (b) availability of full data, including audio recordings and session-by-session questionnaires. Clients were also excluded based on the M.I.N.I. 6.0 (Sheehan et al., 1998) if they were diagnosed as severely disturbed. The data of 68 (37.8%) clients who met the inclusion criteria were transcribed, for a total of 873 transcribed sessions. Clients were above the age of 18 (\(\mu_{\text{age}}=39.06\), \(SD=13.67\), range 20–77), the majority of whom were women (58.9%). 53.5% had at least a bachelor’s degree, 53.5% reported being single, 8.9% were in a committed relationship, 23.2% were married and 14.2% were divorced or widowed. Clients’ diagnoses were established based on the Mini International Neuropsychiatric Diagnostic Interview for Axis I DSM-IV diagnoses (Sheehan et al., 1998). 22.9% of the clients had a single diagnosis, 20.0% had two and 25.7% had three or more. The most common diagnoses were comorbid anxiety and affective disorders (25.7%), followed by other comorbid disorders (17.1%), anxiety disorders (14.3%), and affective disorders (5.7%).

Therapists and Therapy: Clients were treated by 52 therapists at various stages of their clinical training. Clients were assigned to therapists in an ecologically valid manner based on therapist availability and caseload. 42 therapists treated one client each; eight treated two clients. Each therapist received one hour of individual supervision biweekly and four hours of group supervision on a weekly basis. All therapy sessions were audiotaped for supervision by senior clinicians. Supervision focused heavily on reviewing audiotaped case material and technical interventions designed to facilitate the appropriate use of therapist interventions. Individual psychotherapy consisted of once- or twice-weekly sessions. The language of therapy was Modern Hebrew (MH). The dominant approach in the clinic includes a short-term psychodynamic psychotherapy treatment model (e.g., (Blagys and Hilsenroth, 2000; Shedler, 2010; Summers and Barber, 2009). On average, treatment length was 37 sessions (SD=23.99, range=18–157). Treatment was open-ended in length, but given that psychotherapy was provided by clinical trainees at a university-based outpatient community clinic, treatment duration was often restricted to 9 months.

Instruments and Procedure: Clients and/or therapists responded to several scales during the treatment, including the Outcome Rating Scale (Miller et al., 2003) and the Post-Session Questionnaire (PSQ). In this work, we focus specifically on the alliance ruptures. Alliance ruptures were assessed after each session with one question to the therapist: “Did you experience any tension, misunderstanding, conflict or disagreement in the relationship with your client/therapist?”. This item is answered subjectively on a 5-point Likert scale from 1 (‘not at all’) to 5 (‘constantly’) by the two involved entities separately. Following (Muran et al., 2009), a rupture was defined as any rating higher than 1 on the scale. The PSQ has been widely used in psychotherapy research and demonstrates sound psychometric properties, including predictive validity with a variety of process indices such as the Working Alliance Inventory (Tracey and Kokotovic, 1989). Here the PSQ mean score was 2.06 (SD=1.43).

Transcription: Due to the high associated cost manual transcriptions were conducted alternately (sessions 2, 4, 6, etc.). In cases where material was incomplete (e.g., questionnaire or poor recording quality), the following session was transcribed in-
stead. The transcriber team was composed of seven graduate students in the University’s psychology department. The transcribers went through a one day training workshop which included how to handle private/sensitive information; monthly meetings were held throughout the transcription process to supervise the quality of their work. The transcription protocol followed general guidelines, as described in (Mergenthaler and Stinson, 1992; Albert et al., 2013). The word forms, the form of commentaries and the use of punctuation were kept as close as possible to the speech presentation. Everything was transcribed, including word fragments as well as syllables or fillers (e.g., “ums”, “ahs”, “you know”). The transcripts included elisions, mispronunciations, slang, grammatical errors, non-verbal sounds (e.g., laughs, cry, sighs), and background noises. The rules were limited in number and simple and the format used several symbols to indicate comments (e.g. ‘[…]' to indicate the correct form when the actual utterance was mispronounced).

There were 873 transcripts in total (the mean transcribed sessions per client was 12.56; SD=4.93). The transcriptions totaled about four million words over 150,000 talk turns (i.e., switching between speakers). On average, there were 5800 words in a session, of which 4538 (78%; SD=1409.62; range 416-8176) were client utterances and 1266 (22%; SD=674.99; range 160-6048) were therapist utterances.

**Text Processing & Privacy:** In morphologically rich languages such as Hebrew, each token may have multiple different morphological analyses where only one is pertinent to the context. To tackle this, we used the YAP parser (More and Tsarfaty, 2016), which performs a lexicon-based morphological analysis followed by joint morpho-syntactic disambiguation and dependency parsing. Finally, to work in a privacy preserving manner due to the sensitive nature of our data, we replaced each word with a token ID. We further used a separate mapping of the token IDs to indices in a dictionary of word vectors to share the data within our team for our experiments. The word vectors were also rotated, as an additional security step.

## 3 Experiments

**Task:** We define the problem of capturing rupture alliance as a binary classification task. In particular, we aim at identifying whether a rupture occurred within a session, given the language used by the therapist and/or the client during that session. The presence or absence of rupture is defined via the self-assessed questionnaire, which is completed by each of the client and therapist. We treat their responses as two separate tasks: (a) Client’s Rupture (CR) prediction and (b) Therapist’s Rupture (TR) prediction, where in each task the goal is to predict the corresponding self-reported outcome given the transcribed session as input.

**Dataset:** Since some of the transcriptions were not associated with alliance rupture labels, the final dataset used in our experiments consists of 849 transcribed sessions from 68 clients. Due to missing labels, the two tasks also have a different number of instances. There were 821 sessions for CR and 829 for the TR task. The distribution of the labels for the two tasks differs: for TR there is a balance between rupture vs no-rupture labels (48% vs 52%); the same does not hold for CR (23% vs 77%).

**Experimental Setting:** The input to our classifier in the text from a transcribed therapy session. We represent each session via dense word vectors consisting of: (a) the client’s text, (b) the therapist’s text and (c) both of them in concatenation. The vectors were obtained by training a skip-gram model (Mikolov et al., 2013) on a large collection of tweets in Hebrew. With each word represented as a 100-dim vector, we represent each session by averaging the dimensions of words used by either the client, therapist or both during the session.

We train a Logistic Regression for our two tasks, CR and TR. We perform a leave-one-client-out cross validation (68 folds) to avoid any potential bias in our evaluation (DeMasi et al., 2017; Tsakalidis et al., 2018; Harrigian et al., 2020). This way we can assess the model’s ability to generalise in previously unseen clients. For each task, we experiment with the three types of representations discussed above. For evaluation we use the macro-averaged F-score between the two classes, averaged across all folds. We contrast performance against the majority (no-rupture) classifier to get some first insights into the difficulty of the tasks.

**Results:** Table 1 shows the macro-average F-score achieved in the two tasks, averaged across all

<table>
<thead>
<tr>
<th>Task</th>
<th>Client’s Rupture [CR]</th>
<th>Therapist’s Rupture [TR]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Features</td>
<td>Client</td>
</tr>
<tr>
<td>Majority</td>
<td></td>
<td>59.00</td>
</tr>
<tr>
<td>LogReg</td>
<td></td>
<td>61.90</td>
</tr>
</tbody>
</table>

Table 1: F-score for the two binary classification tasks.
clients (folds). The performance on the CR task is higher compared to the TR task due to the imbalanced nature of our dataset. However, there is only a minor relative improvement of 4.9% in CR over the majority baseline (52.8% over a completely random classifier) compared to the 24.5% in TR. This large difference between the two tasks is attributed to the fact that therapists are trained to recognise ruptures and are more likely to report ruptures than miss a potential rupture. This makes the dataset more balanced in terms of rupture and non-rupture labels.

Next, we examine the performance on the 801 sessions we have reports on rupture by both the therapist and the client. In particular, we are interested in inspecting cases of sessions where the client indicated that there was a rupture, but the therapist missed it. Therefore, we treat the label provided by the Client (‘rupture’) as our ground truth and test our models’ performance based on them, when leveraging both of the Client’s and the Therapist’s text. Overall, there were 72 such cases (9%), as shown in Table 2. Logistic Regression trained for the TR task successfully identified 29 (40%) of these cases. This encouraging finding suggests that incorporating NLP methods for detecting such cases – which is of particular importance for therapists – could act as a tool too assist with rupture detection to improve psychotherapy treatment. On the other extreme combination of labelling shown in Table 2 (i.e., in 341 cases which both the client and the therapist reported as “no rupture”), there were 205 (60%) sessions that have been correctly classified by both of the CR and TR models jointly, while there were only 10 of these cases (3%) that were jointly misclassified by the two models. Overall, by considering only the rather “clear” 274 sessions (i) which have been given the same ground-truth label by both client and therapist and (ii) for which the CR/TR models agree on their prediction, the (% macro-average F1-score is 70.9% (accuracy 83.6%). This suggests that the task of predicting rupture alliance by analysing the language used within a psychotherapy session is indeed feasible. However, there is plenty of room for improvement both in terms of language representation as well as modelling.

Finally, we inspect the language used within rupture vs non-rupture sessions. We are particularly interested in the sessions that were labelled as ‘rupture’ by the client only (see Table 2) and also correctly identified by our model (40%). We find that most such cases were withdrawal ruptures (see example in Table 3a). The literature on ruptures highlights two main subtypes: withdrawal and confrontational ruptures (Eubanks et al., 2018). In withdrawal ruptures (see example in Table 3b), the client moves away from the therapist and the work of therapy, e.g., by avoiding the therapist’s questions or by hiding their dissatisfaction with therapy by being overly appeasing. In confrontational ruptures (see example in Table 3c), the client moves against the therapist by expressing anger or dissatisfaction with the therapist or treatment, or by trying to apply pressure on the therapist. It seems that it was easier for therapists in our sample to identify the occurrence of confrontational ruptures, which may be more apparent in the client’s behavior than the withdrawal ruptures. The latter may be more subtle and less emotionally charged. This finding is in line with other qualitative studies showing that therapists tend to better recognize confrontational ruptures (Hill, 2010). It also highlights the importance of using automated methods to capture ruptures that are challenging for therapists to capture.

### Table 2: Distribution of labels in the 801 sessions that were labelled by both entities (Therapist, Client).

<table>
<thead>
<tr>
<th></th>
<th>Therapist</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No rupture</td>
<td>Rupture</td>
</tr>
<tr>
<td>Client</td>
<td>341</td>
<td>280</td>
</tr>
<tr>
<td></td>
<td>72</td>
<td>108</td>
</tr>
</tbody>
</table>

#### 4 Conclusion and Future Work

In this work we focused on the task of automatically predicting alliance rupture between a therapist and a client from the language of therapy sessions. We collected and transcribed sessions between clients and their therapists, conducted in Hebrew. We also obtained self-reported rupture labels for sessions by clients and therapists, used in clinical psychotherapy research. We tested baseline models leveraging the language used within a session to predict the occurrence of alliance rupture based on the perception of both the therapist and the client. We yield good performance and showcase the potential for using NLP for aiding therapists in identifying rupture during psychotherapy sessions. In the future we plan to build on our initial findings by incorporating contextual language models (Chriqui and Yahav, 2021; Devlin et al., 2019) and
I had to pick up my kind from his music lessons and I was busy and I asked my husband if he could take the child and he said he was busy and that I was the one who should give up.

Why do you think this is happening?
I always have to run from one thing to another. He’s busy with his own affairs. But what did you ask? I’m not in focus.

No, no, it’s okay, please continue.
I feel like I was unlucky in life. Yesterday I needed his help, but he is never there to help or hug me. I just don’t have anyone who can do that for me. It’s hard. I need someone who can support me. I never had such support in my life. I tried to get closer to him, but I feel that I am the only one whose needs are dismissed. He never gives up his needs. I feel so tired of all that. I have no desire to do anything.

We talked in the last session about your difficulties to bring your needs. But last time you also said that you felt closer to him, didn’t you?
Yes, I should try to get closer to him, I don’t know, maybe I am wrong.

How is it for you with other people?
I don’t know.

(a) Example of part of a session that was labelled by the Client as ‘rupture’, but not from the Therapist. Logistic Regression trained for the TR task predicted that there is a ‘rupture’.

(b) Withdrawal rupture: A translated snippet of a session where the client reported a ‘rupture’, but not the therapist. Logistic Regression trained for the TR task predicted that there is a ‘rupture’, agreeing with the client.

(c) Confrontational rupture: This snippet of a translated transcribed session that was labelled by both client and therapist as a ‘rupture’. Agreeing with the client.
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Abstract

Thought disorder – linguistic disturbances including incoherence and derailment of topic – is seen in individuals both with and at risk for psychosis. Methods from computational linguistics have increasingly sought to quantify thought disorder to detect group differences between clinical populations and healthy controls. While previous work has been quite successful at these classification tasks, the lack of interpretability of the computational metrics has made it unclear whether they are in fact measuring thought disorder. In this paper, we dive into these measures to try to better understand what they reflect. While we find group differences between at-risk and healthy control populations, we also find that the measures mostly do not correlate with existing measures of thought disorder symptoms (what they are intended to measure), but rather correlate with surface properties of the speech (e.g., sentence length) and sociodemographic properties of the speaker (e.g., race). These results highlight the importance of considering interpretability front and center as the field continues to grow. Ethical use of computational measures like those studied here – especially in the high-stakes context of clinical care – requires us to devote substantial attention to potential biases in our measures.

1 Introduction

Individuals with psychosis exhibit language disturbances, often referred to as thought disorder. At the discourse level, this includes poverty of speech (low quantities of speech), poverty of speech content (vague, repetitive speech), as well as the focus of this work: incoherence and derailment (slow but steady loss of topic; e.g., ‘I always liked geography. My last teacher in that subject was Professor August A. He was a man with black eyes. I also like black eyes. There are also blue and grey eyes and other sorts.’) (Andreasen, 1986; Bleuler, 1950; Kuperberg, 2010). These symptoms are used to diagnose psychotic disorders and are thought to have predictive clinical value (Andreasen, 1979, 1986; Andreasen and Grove, 1986; First, 1997; Roche et al., 2016; Wilcox et al., 2012). Similar, but attenuated, symptoms are observed in individuals who do not have psychosis, but who meet criteria for being at clinical high-risk for psychosis (CHR). In this population, the presence of these linguistic symptoms predicts later transition to psychosis (Bearden et al., 2011; Demjaha et al., 2017; Perkins et al., 2015).

However, despite the clinical value of these measures, these symptoms have generally been evaluated via self-report and/or overall clinician impressions, which may capture only the most extreme disturbances. Manual annotations of specific linguistic features may allow for more nuanced measures; however, they are time-intensive and infeasible to apply on a wide scale. As a result, these linguistic measures, despite their clinical value, have been underused in the field.

There is a growing body of literature trying to automatically quantify these linguistic differences using methods from computational linguistics, both in psychosis (Elvevåg et al., 2007; Iter et al., 2018; Just et al., 2019; Hitczenko et al., 2020) and CHR populations (Bedi et al., 2015; Corcoran et al., 2018; Gupta et al., 2018; Corcoran et al., 2020). This work has been quite successful, replicating group differences between patient and healthy populations and accurately categorizing individuals into appropriate groups. However, much of the focus of this work has been on separating groups, and there has been less of a focus on relating these metrics to symptoms. Work examining this relationship has sometimes found correlations between these computational metrics and relevant symptoms, but has often failed to find such relationships.

In order for these measures to be useful clinically, it is important to establish their construct validity:
Do they relate to relevant symptoms? Or, do their instead reflect other linguistic/demographic factors? Establishing trust for a system’s predictions is particularly important in the clinical/medical setting where these systems could have substantial consequences (Ribeiro et al., 2016). This is especially true as the machine learning systems that these metrics rely on are known to exhibit potentially harmful biases in other domains (Bolukbasi et al., 2016; Caliskan et al., 2017; Koencke et al., 2020).

In this paper, we dive into measures utilized in previous work to try to understand what they reflect. Following this work, we use a suite of models to quantify incoherence and derailment on speech produced by the CHR vs. HC groups (individuals who meet criteria for being at high-risk for psychosis vs. healthy controls). We examine group differences, finding significant differences using a subset of measures (at uncorrected $\alpha = .05$). We then critique these measures to determine if they reflect the target thought disorder symptoms – and fail to find specific correlations. Finally, we consider what these measures do reflect, finding that they partially reflect surface properties of the speech (sentence length) and sociodemographic properties of the speaker. These results highlight the need to consider the interpretability of these measures as the field continues to grow.

2 A Note on Terminology

Past work applying computational methods to study thought disorder in psychosis has used the words ‘incoherence’ or ‘tangentiality’ to describe their object of study, which has focused on the cohesion between sentences. However, this terminology is somewhat misaligned with the terminology discussed in the original thought disorder literature, which uses ‘incoherence’ to describe a lack of cohesion within sentences and ‘tangentiality’ for cases where participants give an off-topic response to a question (Andreasen, 1986). In this paper, we follow the naming conventions of past computational work in this area. We will refer to methods measuring the cohesion between neighboring sentences as ‘coherence measures’ and methods measuring how much a text drifts off topic as ‘tangentiality measures’. However, it is very important to note that these methods better relate to derailment as defined in Andreasen (1986), as they measure how much a participant shifts topics between sentences.

3 Methods

3.1 Participants

Speech samples were obtained from 77 participants aged 16-30: (a) 36 who met criteria for being at clinical high-risk for psychosis, and (b) 41 healthy controls. Participants were recruited from the larger Chicago, Illinois area through newspaper, transit, and Craigslist ads, e-mail postings, flyers, and community professional referrals. The Structured Interview for Prodromal Syndromes (SIPS) was used to determine the CHR vs. HC status of the participant (Miller et al., 1999) and to assess symptomatology. The Structured Clinical Interview for the DSM (First, 1997) was used to rule out Axis I psychotic disorder diagnoses within both groups.

Written informed consent was obtained from all participants. Data collection took place in a research lab setting and was approved by the institutional review board at Northwestern University.

3.2 Participant Measures

We obtained self-reported demographic information from participants (including age, sex, education level, and racial identity). In addition, participants completed the Word Reading subtest of the fourth edition of the Wide Range Achievement Test (WRAT) (Wilkinson and Robertson, 2006), which is a measure of scholastic achievement, strongly

<table>
<thead>
<tr>
<th>Sociodemographics</th>
<th>CHR</th>
<th>HC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>21.0(2.3)</td>
<td>21.6(3.2)</td>
</tr>
<tr>
<td>Sex</td>
<td>Female 47%</td>
<td>71%</td>
</tr>
<tr>
<td></td>
<td>Male 53%</td>
<td>29%</td>
</tr>
<tr>
<td>Education Level</td>
<td>14.4(2.1)</td>
<td>14.6(2.2)</td>
</tr>
<tr>
<td>Racial Identity</td>
<td>First Nations 0%</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>East Asian 9%</td>
<td>7%</td>
</tr>
<tr>
<td></td>
<td>Southeast Asian 0%</td>
<td>5%</td>
</tr>
<tr>
<td></td>
<td>South Asian 6%</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>Black 37%</td>
<td>17%</td>
</tr>
<tr>
<td></td>
<td>Central/South American 11%</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>West/Central Asia and ME 0%</td>
<td>2%</td>
</tr>
<tr>
<td></td>
<td>White 31%</td>
<td>51%</td>
</tr>
<tr>
<td></td>
<td>Interracial 6%</td>
<td>10%</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Hispanic 23%</td>
<td>12%</td>
</tr>
<tr>
<td></td>
<td>Not Hispanic 77%</td>
<td>88%</td>
</tr>
<tr>
<td>WRAT Score</td>
<td>108(15)</td>
<td>118(13)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Speech Samples</th>
<th>CHR</th>
<th>HC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence Length</td>
<td>29.2(6.5)</td>
<td>30.8(10.1)</td>
</tr>
<tr>
<td>Lexical Diversity</td>
<td>0.70(0.04)</td>
<td>0.71(0.03)</td>
</tr>
<tr>
<td>Response Length</td>
<td>295(169)</td>
<td>275(121)</td>
</tr>
</tbody>
</table>

Table 1: Summary of participant and speech sample measures. ME = Middle East.
associated with general intelligence (Johnstone et al., 1996). As described, symptom severity was measured using the SIPS clinical interview. Our analyses focused on the following symptom items: P5 (“disorganized communication”) (range 0-6), N5 (“ideational richness”) (0-6), and D2 (“bizarre thinking”) (0-6), in addition to the positive symptoms subscale total (0-30), the negative symptoms subscale total (0-36), and the disorganized symptoms subscale total (0-24) (see Miller et al. (1999), McGlashan et al. (2001), and Appendix A for more details about the SIPS).

3.3 Speech Measures

3.3.1 Speech Elicitation

Participants were prompted to describe (1) a challenge they had overcome, (2) a self-defining memory, (3) a turning-point memory, and (4) an unusual memory (see Appendix B for full prompts). Their responses were professionally transcribed. For the CHR group, responses were 275 words long on average (range: 111-835 words), while for the HC group, responses were 255 words long on average (range: 98-559 words). We analyze the first full uninterrupted response participants provided and remove the following filler words: um, uh, you know, I mean, okay, so, actually basically, right, yeah as in Iter et al. (2018) (see Appendix E for analyses with filler words included). We analyzed each participant’s four responses separately before averaging them to obtain a mean coherence and a mean tangentiality score for each individual.

3.3.2 Automated Coherence/Tangentiality Measures

We obtain a measure of coherence, using the same word embedding methods used in past work on both psychosis and CHR populations (Bedi et al., 2015; Corcoran et al., 2018). At a high-level, this measure represents how similar, on average, the adjacent sentences in each participant’s speech samples are to one another. If their sentences tend to be dissimilar to one another, then this is taken as evidence of incoherence.

To do this, we represent each word in the speech sample as a vector (using one of three pre-trained word embedding models e.g., word2vec), and combine the vectors of the words in a sentence (using one of 4 methods e.g., by averaging the word vectors) to obtain a vector for each sentence. We then calculate the cosine similarity between each pair of adjacent sentences, and average these, to obtain one coherence score per speech sample. We average across speech samples to obtain one overall score per participant.

We also obtain a measure of tangentiality as in Elvevåg et al. (2007) and Iter et al. (2018). At a high-level, this measure represents how quickly the topic of the speech sample changes. To do this, with sentence-level vectors in hand, we calculate the cosine similarity between the first sentence of a speech sample and each subsequent sentence (i.e., sentence 1 vs. sentence 2, sentence 1 vs. sentence 3, and so forth). We then fit a linear regression model to these values, treating the sentence number as the independent variable and the similarity score against the first sentence as the dependent variable. We use the slope of this line as the tangentiality measure. As with coherence, we obtain one measure for each speech sample, which we average within participants to obtain one overall tangentiality score per participant.

We follow Iter et al. (2018) in deciding which embedding models to use to obtain the sentence-level vector representations needed for these measures. We use either LSA (Landauer et al., 1998), GLoVE (Pennington et al., 2014), or word2vec (Mikolov et al., 2013) to obtain word-level vectors. For sentence embedding methods, we simply average the vectors of all of the words in the sentence (Mean(All)), or use one of three methods that puts more weight on the content words of the sentence. Mean(Content) averages only the content word vectors of the sentence. TF-IDF divides each word’s embedding by its frequency (operationalized as the number of times it occurs in a large corpus, like Wikipedia), essentially calculating a weighted average where more frequent words (e.g., ‘the’) are given less weight (Lintean et al., 2010). SIF also computes a weighted average for each sentence, but then removes the projection of the first principal component of the singular value decomposition of the sentence embedding matrix, which removes “semantically meaningless directions” (Arora et al., 2017). Finally, we use sent2vec, which works similarly to word2vec but on the sentence level: it directly learns sentence representations that predict neighboring sentences (Pagliardini et al., 2017). Using these methods, we obtain one coherence score per participant for

1We focus on LSA, GLoVE, word2vec, and sent2vec in the main text to align with past work, but Appendix D shows that results are qualitatively similar for the more modern and contextualized ELMo and BERT embeddings.
each combination of sentence and word embedding models, plus one for sent2vec (13 total). We refer the reader to Corcoran et al. (2018), Iter et al. (2018), and Hitczenko et al. (2020) for more details on embedding models.

### 3.3.3 Other Speech Measures

In addition to automated coherence and tangentiality, we calculated the average sentence length (number of words per sentence) for each participant as well as a measure of each participant’s lexical diversity. For lexical diversity, we used the moving average type-to-token ratio (MATTR) with a window of 50 words (Covington and McFall, 2010), which calculates the word type to word token ratio over each overlapping window of 50 words, and then averages them to obtain one overall measure of lexical diversity.

### 3.4 Analyses and Predictions

First, we ask whether there are group differences in coherence and tangentiality between the CHR and HC groups by running two sample t-tests as in past work. We expect to observe significant differences between the groups, with the HC group being more coherent and less tangential than the CHR group.

Second, we ask whether these automated scores correlate with item scores on the SIPS clinical interview related to disorganized speech or thought disorder, as well as with overall symptomatology measured by the SIPS. Where tested, past work has reported mixed findings, with some seeing correlations between automated measures and symptom severity (Just et al., 2019), but many not (Corcoran et al., 2018; Iter et al., 2018). As these automated measures are intended to measure thought disorder, we expect to find that worse symptom severity (i.e., higher symptom scores) is associated with worse coherence scores (i.e., lower coherence scores), especially for P5 (“disorganized communication”).

Finally, we ask whether these automated linguistic scores relate to other linguistic properties of the speech (i.e., sentence length and lexical diversity) as well as sociodemographic factors of the individuals speaking (i.e., scholastic achievement/general intelligence, education, race, etc.). We calculate correlations for continuous measures and compare groups for discrete measures.

### 4 Results

#### 4.1 Question 1: Are there CHR vs HC group differences in coherence/tangentiality?

As shown in Table 2, we find significant differences in coherence between the CHR and HC groups in 3 out of 13 of the methods we report (see Appendix C.1 for difference plots). However, it is important to note that these differences may be spurious based on multiple comparisons; with a Bonferroni correction ($\alpha = .004$), these differences no longer reach significance. In 6 out of the remaining 10 methods, the healthy controls have numerically, but non-significantly, greater coherence scores than the CHR group. In the remaining 4 methods, the groups show near identical scores.

For tangentiality, we do not find any significant differences in tangentiality between the CHR and HC groups (Table 3). As a result, we do not conduct additional analyses of this measure.

These results suggest that these automated measures of thought disorder are very sensitive to the particular method used to derive it. Notably, previous work has not found any particular method to be consistently successful in separating groups. One of the methods where we find a significant difference is also successful in Just et al. (2019), who find significant coherence differences using TF-IDF GLoVE and no significant differences in tangentiality. However, Iter et al. (2018) only found differences in coherence using SIF word2vec, while other papers (Bedi et al., 2015; Eldevåg et al., 2007; Corcoran et al., 2018) have found significant differences using LSA Mean(All).

Overall, while we do not find group differences in tangentiality, we do find the predicted group differences in coherence between CHR and HC in a subset of cases. However, more work needs to be done to understand whether these are meaningful effects and what they reflect. To this end, for the remainder of the paper, we ask whether these automated linguistic methods of coherence relate to symptoms or other linguistic/sociodemographic factors. For these analyses, we zoom in on the sentence/word embedding models that separate CHR from HC groups. We present GLoVE Mean(Content) analyses in the main text; all other analyses are presented in Appendix C.
<table>
<thead>
<tr>
<th>Sentence</th>
<th>Word</th>
<th>CHR mean</th>
<th>HC mean</th>
<th>CHR sd</th>
<th>HC sd</th>
<th>T-stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>LSA</td>
<td>0.58</td>
<td>0.60</td>
<td>0.07</td>
<td>0.06</td>
<td>-1.12</td>
<td>0.13</td>
</tr>
<tr>
<td>(All)</td>
<td>word2vec</td>
<td>0.79</td>
<td>0.80</td>
<td>0.04</td>
<td>0.04</td>
<td>-0.94</td>
<td>0.18</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td><strong>0.92</strong></td>
<td><strong>0.93</strong></td>
<td><strong>0.02</strong></td>
<td><strong>0.02</strong></td>
<td><strong>-1.89</strong></td>
<td><strong>0.03</strong></td>
</tr>
<tr>
<td>Mean</td>
<td>LSA</td>
<td>0.31</td>
<td>0.30</td>
<td>0.07</td>
<td>0.06</td>
<td>0.77</td>
<td>0.77</td>
</tr>
<tr>
<td>(Content)</td>
<td>word2vec</td>
<td>0.63</td>
<td>0.65</td>
<td>0.05</td>
<td>0.06</td>
<td>-1.17</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td><strong>0.81</strong></td>
<td><strong>0.82</strong></td>
<td><strong>0.04</strong></td>
<td><strong>0.03</strong></td>
<td><strong>-1.74</strong></td>
<td><strong>0.04</strong></td>
</tr>
<tr>
<td>TF-IDF</td>
<td>LSA</td>
<td>0.42</td>
<td>0.44</td>
<td>0.07</td>
<td>0.07</td>
<td>-1.05</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>0.75</td>
<td>0.76</td>
<td>0.04</td>
<td>0.05</td>
<td>-0.71</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td><strong>0.87</strong></td>
<td><strong>0.89</strong></td>
<td><strong>0.03</strong></td>
<td><strong>0.02</strong></td>
<td><strong>-2.14</strong></td>
<td><strong>0.02</strong></td>
</tr>
<tr>
<td>SIF</td>
<td>LSA</td>
<td>0.08</td>
<td>0.08</td>
<td>0.09</td>
<td>0.07</td>
<td>0.23</td>
<td>0.59</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>0.03</td>
<td>0.02</td>
<td>0.06</td>
<td>0.06</td>
<td>0.96</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>0.05</td>
<td>0.04</td>
<td>0.06</td>
<td>0.06</td>
<td>1.08</td>
<td>0.86</td>
</tr>
<tr>
<td>sent2vec</td>
<td>sent2vec</td>
<td>0.47</td>
<td>0.48</td>
<td>0.04</td>
<td>0.05</td>
<td>-1.21</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 2: Coherence results. We see a significant difference between groups in 3/13 methods (in bold), though these differences are no longer significant using the Bonferroni correction for multiple comparisons ($\alpha = 0.004$).

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Word</th>
<th>CHR mean</th>
<th>HC mean</th>
<th>CHR sd</th>
<th>HC sd</th>
<th>T-stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>LSA</td>
<td>-0.007</td>
<td>-0.018</td>
<td>0.03</td>
<td>0.05</td>
<td>1.18</td>
<td>0.88</td>
</tr>
<tr>
<td>(All)</td>
<td>word2vec</td>
<td>-0.007</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.68</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>-0.002</td>
<td>-0.004</td>
<td>0.01</td>
<td>0.01</td>
<td>0.94</td>
<td>0.83</td>
</tr>
<tr>
<td>Mean</td>
<td>LSA</td>
<td>-0.017</td>
<td>-0.013</td>
<td>0.04</td>
<td>0.03</td>
<td>-0.5</td>
<td>0.31</td>
</tr>
<tr>
<td>(Content)</td>
<td>word2vec</td>
<td>-0.013</td>
<td>-0.016</td>
<td>0.02</td>
<td>0.03</td>
<td>0.57</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>-0.007</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.76</td>
<td>0.78</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>LSA</td>
<td>-0.011</td>
<td>-0.017</td>
<td>0.04</td>
<td>0.04</td>
<td>0.59</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>-0.008</td>
<td>-0.011</td>
<td>0.02</td>
<td>0.03</td>
<td>0.52</td>
<td>0.70</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>-0.004</td>
<td>-0.006</td>
<td>0.01</td>
<td>0.02</td>
<td>0.8</td>
<td>0.79</td>
</tr>
<tr>
<td>SIF</td>
<td>LSA</td>
<td>-0.02</td>
<td>-0.029</td>
<td>0.07</td>
<td>0.07</td>
<td>0.59</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>-0.029</td>
<td>-0.039</td>
<td>0.05</td>
<td>0.08</td>
<td>0.66</td>
<td>0.74</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>-0.034</td>
<td>-0.04</td>
<td>0.06</td>
<td>0.07</td>
<td>0.41</td>
<td>0.66</td>
</tr>
<tr>
<td>sent2vec</td>
<td>sent2vec</td>
<td>-0.013</td>
<td>-0.011</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.34</td>
<td>0.37</td>
</tr>
</tbody>
</table>

Table 3: Tangentiality results. We observe no significant differences between the CHR vs. HC groups.

### 4.2 Question 2: Do automated coherence scores correlate with symptoms?

Do lower coherence scores (within the CHR group) relate to worse thought disorder? We examine this using symptoms in the SIPS that are related to thought disorder. As shown in Figure 1, we find generally poor correlations. The computational measures intended to measure thought disorder do not show any correlation with currently used clinical interviews measuring thought disorder in the CHR group. This result adds to a growing but mixed literature on the relationship between automated linguistic measures and the symptoms they are intended to measure.

Of past work that has reported correlations, Corcoran et al. (2018) and Iter et al. (2018) found no correlation between coherence scores and clinical interview symptoms, while Just et al. (2019) found their coherence measures did correlate negatively with symptom severity as measured by the Scale for the Assessment of Negative Symptoms (Andreasen, 1989). Bedi et al. (2015) included coherence in a canonical correlation identifying the maximal correlation between a linear combination of 3 linguistic features – coherence, maximal word phrase length, and number of determiners – and a linear combination of the positive and negative SIPS subscales. They found an overall positive correlation, but it’s unclear what role coherence played in driving this correlation. Taken together, our results and previous results suggests that coherence scores are not reliably related to clinical measures of thought.
4.3 Question 3: Do automated coherence scores correlate with linguistic features of speech samples or sociodemographic factors of the speaker?

If these measures are not capturing thought disorder symptoms, what are they measuring? To examine this issue, we examine the relationship of these computational measures to surface linguistic features of the speech samples and sociodemographic factors of the speakers. We focus on three features that show a significant relationship to this ‘coherence’ measure – sentence length, a measure of general intelligence, and racial identity of the speaker – and report non-significant correlations in Appendix C.

4.3.1 Sentence length

We find a significant positive correlation between average sentence length and automated measures of coherence: that is, longer sentences are measured as more coherent (r (75)=0.66; p<0.001) all else being equal (Figure 2).

This raises the possibility that the observed CHR-HC difference simply reflects differences in average sentence length (CHR mean: 29 words/sentence; HC mean: 31 words/sentence). To test for this possibility, we calculated the distribution of group differences predicted by a length-only baseline. In particular, we use a Monte Carlo method to compare the group differences in coherence scores against a surface-only baseline based on sentence length. We estimate this baseline by randomly replacing each word in our corpus – generating random word strings matching the length of our participants’ productions. We then recalculate the group difference, providing an estimate of the difference in coherence scores predicted to occur by differences in sentence length alone. This procedure is repeated 1000 times to estimate the distribution of baseline differences. If the difference in coherence scores is based on the content of what participants are saying, then the observed difference should lie at the extreme tail of this baseline distribution.

As shown in Figure 3, only 3.9% of the runs had a more extreme HC-CHR difference than observed in the original participant data (shown with the blue dotted line), suggesting that there is something in the linguistic content that is contributing to
the difference observed above and beyond the sentence lengths. However, we also note that the baseline difference is always greater than zero. Even though we completely randomized the content of the speech in both groups, the sentence length differences observed between the groups still resulted in greater coherence for the HC group, suggesting that sentence length plays a large role in the observed outcomes. Group differences can be obtained without considering any of the linguistic content spoken by participants. This is not a good property for this measure.

4.3.2 WRAT scores

Next we observe in Figure 4 that higher coherence is associated with higher scores on the WRAT, a measure of scholastic achievement, associated with general intelligence \( r(75)=0.36; p<0.001 \). Those with higher WRAT scores tend to produce more coherent speech (though it could also be that they tend to produce longer sentences). As with sentence length, we cannot make conclusions about causality here. However, this finding again reduces our confidence in the use of this computational measure as an index of thought disorder. Future work utilizing this coherence measure must control for the correlation with WRAT.

4.3.3 Race

Finally, as shown in Figure 5, coherence scores may be correlated with racial identity. In our sample, Black speakers’ speech was measured as less ‘coherent’ than that of White speakers’ (all else being equal). However, it is critical to note that these analyses were based on a small numbers of participants (including just 7 Black participants in the healthy control group), and this warrants a high-powered study directly investigating the relationship between coherence models and racial identity.

Nonetheless, this is a troubling finding that calls for a deeper dive into understanding what factors these computational measures are sensitive to before they can be used clinically. In particular, this result parallels other findings from the computational world - e.g., that ASR systems and computer vision systems work less well for Black individuals than White individuals (Koenecke et al., 2020; Buolamwini and Gebru, 2018). As the field develops, it is crucial to place analyses such as these front and center to ensure that this does not become another domain that perpetuates existing systemic biases.

4.3.4 Relationship between effects

In summary, we observed relationships between automated coherence scores and (1) average sentence length, (2) intelligence/achievement scores as measured by the WRAT, and (3) racial identity. To get a better understanding of these effects and their interrelationship, we fit a linear model predicting average coherence scores from average sentence length, WRAT score, and race. We found that coherence scores were significantly higher for participants with longer average sentences \( (\hat{\beta} = 0.001, p = 0.009) \), but found no other significant effects – suggesting that the relationships between coherence and racial identity as well as scholastic achievement reflected correlations of these factors with sentence length. Indeed, White speakers produced
longer sentences than Black speakers (White mean: 32 words, Black mean: 26 words) and individuals with higher WRAT scores produced longer sentences and passages than those with lower WRAT scores ($r = 0.3; p = 0.01$).

Overall, the findings in this section make clear that there is more work to be done to ensure that group differences reported in this body of literature reflect the differences in thought disorder they are meant to reflect, especially given non-correlations with SIPS symptoms measuring thought disorder. Of all of the factors, including thought disorder symptoms, sentence length was the factor that most correlated with coherence scores. Our results not only suggest that these measures may not be measuring what we think they are, but that this could have harmful downstream consequences (e.g., predicting lower coherence scores for Black speakers than White speakers).

5 Discussion

We tested methods of quantifying coherence and tangentiality, applying them to speech samples produced by individuals at clinical high-risk for psychosis. We found group differences between the CHR and HC groups for a subset of the tested methods (3 out of 13, significant only at uncorrected $\alpha = .05$). Surprisingly, we did not find significant correlations with items from clinical interviews that measure thought disorder (i.e. what these measures are meant to capture). In order for these measures to be useful clinically, it is important to show construct validity – that the measures actually index what they are meant to, rather than other features of the speech/speaker. This is especially true as the methods we use here have been shown to exhibit potentially harmful biases in other work. To this end, our final exploratory analyses were designed to better understand what these measures are capturing. We found correlations with sentence length, WRAT scores, and race, which suggests that these methods partially reflect properties that these measures are not intended to measure. These results suggest that there is substantial and careful work that needs to be done for these methods to be useful clinically.

5.1 Group differences are sensitive to the methods used and vary across papers

Replicating past work, we find group differences in coherence between the CHR vs. HC groups. However, as in past work using multiple word/sentence embedding methods, we find this difference in a subset of cases, suggesting this finding is sensitive to the particular method used. We fail to find group differences in tangentiality between CHR vs. HC groups. While these results overlap with those of one paper (Just et al., 2019), they do not overlap with other work (Corcoran et al., 2018; Bedi et al., 2015; Eldevåg et al., 2007; Iter et al., 2018) (and there is substantial variation within these papers as well). We offer two possible factors underlying these diverging findings. First, each paper has made different methodological decisions. Research differs in: the kinds of speech samples collected (shorter vs. longer length, individuals with vs. at-risk for psychosis); the analysis methods (some researchers remove fillers but others do not); and modeling decisions (some compare similarity between sentences, while others compare similarity between windows of words of length N), and so forth. These differences could easily give rise to differences across studies. Second, the true effect size could be quite small to begin with, especially in the CHR group who displays attenuated symptoms, and we know there is substantial heterogeneity between individuals. Some healthy individuals show linguistic disturbances, while some individuals with psychosis do not show any or show disturbances of almost opposite nature (e.g., perseveration, staying fixed on a single topic) (Andreasen, 1979). The substantial heterogeneity and differing sample sizes observed could also give rise to substantial differences between studies.

Overall, while past work has highlighted successes in the important goal of establishing differences between groups, it is critical to acknowledge where this line of work has fallen short: small changes in the particular methods used can substantially change the outcome, and which methods are successful varies unpredictably between studies. Moving forward, it may be useful to better align the methodological, analytical, and modeling choices across studies to better understand what gives rise to these differences. Due to the heterogeneity observed, it may also be worth focusing less on group differences and more on symptoms and outcome measures. In addition, as these methods continue to develop, it may be easier to accurately and more transparently evaluate their performance, by testing them on speech samples that are known to contain vs. not contain the particular studied linguistic dis-
turbances. This shift in focus may allow us to gain a better understanding of what these measures reflect and how they can be useful on an individual basis.

5.2 Lack of correlations with SIPS thought disorder symptoms

We did not find correlations with the SIPS items that are thought to measure disorganized language and thought disorder. We note that is possible that, with 36 CHR participants, we did not have sufficient power to detect existing correlations with SIPS symptoms. However, this null finding adds to a growing literature of inconsistent findings, with some past work finding correlations with thought disorder and/or other clinical symptoms, but other past work failing to find these same correlations. This underscores the importance of doing careful work to establish construct validity with automated measures. Rigorous testing is needed to verify that novel measures relate to the properties of speech and cognition that they are intended to index.

5.3 Coherence scores correlate with sentence length and speaker sociodemographics

Perhaps most troublingly, we find that the differences in coherence between groups partially reflect irrelevant surface properties of the speech and sociodemographic qualities of the speakers. In fact, the single factor that best correlated with these measures was the length of the sentence. On the one hand, this raises concern that we are not measuring what we think we are. On the other hand, due to the fact that other factors (e.g., racial identity, achievement and intelligence, as measured by the WRAT) correlate with differences in average sentence length, this could have downstream harmful consequences (e.g., rating Black speakers as less coherent than White speakers due to differences unrelated to coherence). Overall, these results provide evidence that there is substantial work to be done to understand what these measures reflect to a degree where they can be used clinically.

5.4 Ethics and Broader Impacts Statement

Ethical use of computational measures like those studied here – especially in the high-stakes context of clinical care – requires us to devote substantial attention to potential biases in our measures. To that end, we recommend that future researchers in this area conduct and report analyses examining relations to symptoms, as well as the linguistic and sociodemographic factors studied here. This will allow us to gain a better understanding of what these measures reflect, and make sure that they are developed to be equally useful for all. To this end, we provide all of our code to hopefully facilitate these crucial cross-study comparisons.²

5.5 Conclusion

Linguistic disturbances characterize psychosis, yet they have been understudied in the field, largely due to how time-intensive it is to obtain meaningful and reliable measures of them. Automated linguistic methods have the potential to transform the scale at which we can study and identify these linguistic disturbances. However, with this strength come some downsides that the field must address: these methods are less transparent and can be harder to interpret. Facing these challenges head-on will allow us to develop a stronger, more ethical practice in this important and promising area of research.
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A More Information on the Structured Interview for Psychosis-Risk Syndromes

The SIPS is a clinical interview administered by experienced clinicians that is used to classify individuals as being at clinical high-risk for psychosis. It consists of 19 symptoms that are grouped into four symptom classes: 5 positive (P) symptoms, 6 negative (N) symptoms, 4 disorganized (D) symptoms, and 4 general (G) symptoms. Patients are rated along each of the 19 individual symptoms (scores for each individual symptom range from 0, least severe, to 6, most severe). The scores on the individual symptoms within each of the four classes are totaled to get total positive (range 0-30), negative (range 0-36), disorganized (range 0-24), and general (range 0-24) symptom scores. Our analyses focus on items P5 (“Disorganized Communication”), N5 (“Ideational Richness”), and D2 (“Bizarre Thoughts”), as well as the positive, negative, and disorganized symptom totals, as described below. We refer readers to Miller et al. (1999) and McGlashan et al. (2001) for more information about the SIPS.

Positive Symptoms [0-30]: There are five positive symptoms: P1 (Unusual Thought Content/Delusional Ideas), P2 (Suspiciousness/Persecutory Ideas), P3 (Gradiose Ideas), P4 (Perceptual Abnormalities/Hallucinations), and P5 (Disorganized Communication).

P5- Disorganized Communication [0-6]: The types of inquiries used to establish the score include:

- Do people ever tell you that they can’t understand you? Do people ever seem to have difficulty understanding you?
- Are you aware of any ongoing difficulties getting your point across, such as finding yourself rambling or going off track when you talk?
- Do you ever completely lose your train of thought or speech, like suddenly blanking out?

Negative Symptoms [0-36]: There are six negative symptoms: N1 (Social Anhedonia), N2 (Avolition), N3 (Expression of Emotion), N4 (Experience of Emotions and Self), N5 (Ideational Richness), and N6 (Occupational Functioning).

N5- Ideational Richness [0-6]: The types of inquiries used to establish the score include:

- Do you sometimes find it hard to understand what people are trying to tell you because you don’t understand what they mean?
- Do people more and more use words that you don’t understand?

Disorganized Symptoms [0-24]: There are four disorganized symptoms: D1 (Odd Behavior or Appearance), D2 (Bizarre Thinking), D3 (Trouble with Focus and Attention), and D4 (Impairment in Personal Hygiene). In our analyses, we use the total disorganized score (range: 0-24), as well as the D2 item (bizarre thinking).

D2- Bizarre Thinking [0-6]: The types of inquiries used to establish the score include:

- Do people ever say your ideas are unusual or that the way you think is strange or illogical?

General Symptoms [0-24]: We do not include these symptoms in our analyses, but there are four general symptoms: G1 (Sleep Disturbance), G2 (Dysphoric Mood), G3 (Motor Disturbances), and G4 (Impaired Tolerance to Normal Stress).
B Complete Question Prompts

• **Challenge**: Looking back over your life, what do you think is the single greatest challenge you have ever faced? Tell me the story of that challenge, what it is or was, how did the challenge or problem develop, and how did you address or deal with the challenge or problem?

• **Self-Defining**: A self-defining memory is a scene or an episode from your life that was very important for how you see yourself. This would be something that happened at least one year ago that you have thought about many times since it happened so that the memory of it is clear and familiar to you. This scene or episode helps you know who you are as a person. You might even tell this story to a friend if you wanted to help them understand you better. I’d like you to take a moment to think of a self-defining memory like this and then tell me the story of that memory and specifically what happened, when and where it happened, and who was involved?

• **Turning Point**: In most people’s lives we experience episodes that change the direction of our lives or change how we see ourselves in some important way. We call those memories turning points. Looking back over your life, there may be a few key moments that stand out as turning points or episodes that marked an important change in you or your life story. I’d like you to identify a particular memory that you see as a turning point in your life and then tell me the story about that turning point: what happened, when and where it happened, and who was involved?

• **Unusual**: Next I’ll ask you about an unusual experience that you might have had. Any unusual, strange or profound things that are hard to explain, for example, some coincidences, supernatural events, seeing visions of spirits, feeling like you’re the center of attention, like you have special powers, or like one of your dreams had really happened. These experiences might be difficult to explain and might feel like the world is not as it seems or like your mind is playing tricks on you in some way. Take a moment to think of an unusual experience like this and then tell me the story of that experience: what happened, when and where it happened, and who was involved?
C Additional Analyses: Participant’s Main Response with Fillers Removed

The main text reports results from running the participant’s first main response, with fillers removed. This section provides additional analyses that were omitted from the main text, including correlations for all three models that were found to be significant (GLoVE TF-IDF, GLoVE Mean(All), and GLoVE Mean(Content)), as well as non-significant correlations (e.g., for age and education).

C.1 Group Differences

![Figure 6](image)

Figure 6: Coherence scores by group for each of the three methods that yield significant differences between the CHR and HC groups: GLoVE TF-IDF, GLoVE Mean(All), and GLoVE Mean(Content).

C.2 Correlations with thought disorder symptoms

![Figure 7](image)

Figure 7: Correlations between coherence scores and SIPS symptoms for methods that yielded significant results (from left to right: GLoVE TF-IDF, GLoVE Mean(All), GLoVE Mean(Content)). Most correlations are not significant with one exception: GLoVE TF-IDF coherence scores correlate negatively with SIPS Total Disorganized Scores ($r = -0.34$, $p = 0.049$).
Figure 8: In all three cases (L-to-R: GLoVE TF-IDF, GLoVE Mean(All), GLoVE Mean(Content)), we observe significant positive correlations between average sentence length and average coherence with correlation coefficients ranging from 0.5 to 0.64.

C.3 Correlations with sentence length

Figure 9: For each of the three significant methods (L-to-R: GLoVE TF-IDF, GLoVE Mean(All), GLoVE Mean(Content)), we randomly replace words and recalculate the coherence scores 1000 times. This graph shows the distribution of HC-CHR differences over these 1000 runs. For all three graphs, the vast majority of the differences are positive, meaning that the HC group scores as more coherent than the CHR group despite complete randomization of words. Nonetheless, the true difference (shown in the blue dotted line) is more extreme than most (GLoVE Mean(All), GLoVE Mean(Content)) or all (GLoVE TF-IDF) of the 1000 differences, suggesting that the coherence measures are partially based on the content of the speech.

C.4 Correlations with lexical diversity

Figure 10: Left-to-right: GLoVE TF-IDF, GLoVE Mean(All), GLoVE Mean(Content). Lexical diversity, as measured by MATTR, does not correlate with coherence scores, though the correlation approaches significance for GLoVE Mean(Content), such that greater lexical diversity is associated with greater average coherence. As these automated measures calculate similarity between sentences, we might expect that repeating words would be associated with greater coherence scores. However, we do not observe this effect.
C.5 Correlations with Scholastic Achievement and Intelligence (WRAT)

Figure 11: Left-to-right: GLoVE TF-IDF, GLoVE Mean(All), GLoVE Mean(Content). In all three methods, WRAT scores correlate positively with coherence scores, such that greater coherence is associated with higher WRAT scores. Correlation coefficients range from 0.29 to 0.36.

C.6 Race

Figure 12: Left-to-right: GLoVE TF-IDF, GLoVE Mean(All), GLoVE Mean(Content). Coherence scores by CHR status (HC vs. CHR) and racial identity (Black vs. White). Across the three methods, these automated measures rate Black speakers as less coherent than White speakers.

C.7 Age

Figure 13: Left-to-right: GLoVE TF-IDF, GLoVE Mean(All), GLoVE Mean(Content). As expected, we find no correlation between age and coherence scores, although we note that this relationship has been observed in past work with older individuals scoring as more coherent (Corcoran et al., 2018).
C.8 Education

Finally, as expected, we find no correlation between level of education and coherence scores.

Figure 14: Left-to-right: GLoVE TF-IDF, GLoVE Mean(All), GLoVE Mean(Content).
To align with past work, the main text reports results using word2vec, GLoVE, and LSA embeddings. Here, we show similar results for the more modern, contextualized embeddings from BERT and ELMo.

The analyses for ELMo mirror those for word2vec, GLoVE, and LSA: once we have word embeddings from ELMo, we obtain sentence embeddings by averaging all of the words (Mean(All)) or just the content words (Mean(Content)) or using TF-IDF or SIF weights, which both essentially give more weight to more content-bearing words.

For BERT, however, we used a different approach, taking advantage of in-built features of the model. In particular, BERT embeddings are trained by giving the model two sentences and having the model predict whether or not one immediately followed the other (Next Sentence Prediction). That means that given a first sentence and a second sentence, we can obtain a score for how likely it is that the second sentence directly follows the first one. We used this to obtain coherence scores for each participant’s speech sample, with the idea that more coherent passages will have adjacent sentences that are more predictive of one another. We obtained BERT embeddings for each word in the participant’s speech. Then, directly from these embeddings, for each pair of adjacent sentences in a speech sample, we obtained the model’s score for how likely it was that the second sentence followed the first sentence (BERT Next Sentence Prediction). We averaged these scores within speech samples to obtain one coherence score for each speech sample (which, in turn, were averaged to obtain one coherence score per participant).

<table>
<thead>
<tr>
<th>Word</th>
<th>Sentence</th>
<th>CHR mean</th>
<th>HC mean</th>
<th>CHR sd</th>
<th>HC sd</th>
<th>T-stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>ELMo</td>
<td>Mean (All)</td>
<td>0.71</td>
<td>0.72</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.86</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>Mean (Content)</td>
<td>0.62</td>
<td>0.63</td>
<td>0.05</td>
<td>0.05</td>
<td>-0.68</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>TF-IDF</td>
<td>0.69</td>
<td>0.70</td>
<td>0.03</td>
<td>0.04</td>
<td>-0.85</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td>SIF</td>
<td>0.02</td>
<td>0.01</td>
<td>0.05</td>
<td>0.05</td>
<td>0.98</td>
<td>0.84</td>
</tr>
<tr>
<td>BERT</td>
<td>n/a</td>
<td>0.977</td>
<td>0.983</td>
<td>0.05</td>
<td>0.05</td>
<td>-1.07</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 4: Coherence results, using ELMo embeddings. We find no significant differences between groups.

Although we found no significant differences between groups, we checked whether these embeddings also exhibited the same crucial problem of being correlated with sentence length and found that they did (Figure 15). The effect is reduced using BERT, as many sentence pairs are predicted to be adjacent with scores approaching 1; however, we still observe a significant correlation between average sentence length and mean coherence, finding that participants who produce shorter sentences are relatively more likely to have lower coherence scores.

Figure 15: Left-to-right: ELMo (Mean(All)), BERT (Next Sentence Prediction). In both cases, we see a correlation between automated coherence scores and sentence length.
E Including Filler Words

In the main text, we report findings from analyzing the participants’ first uninterrupted response removing filler words as in Iter et al. (2018). Here, we report results from the same speech samples, but with fillers included.

E.1 Group Differences

We test for group differences between the CHR and HC groups. As in the main text, we find significant differences in coherence for a subset of the methods used (here 2/13: GLoVE Mean(All) is no longer significant), but no significant differences in tangentiality. For the remainder of the analyses, we focus on the two methods that yielded significant differences between groups: coherence as measured by GLoVE TF-IDF and GLoVE Mean(Content).

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Word</th>
<th>CHR mean</th>
<th>HC mean</th>
<th>CHR sd</th>
<th>HC sd</th>
<th>T-stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>LSA</td>
<td>0.57</td>
<td>0.59</td>
<td>0.08</td>
<td>0.07</td>
<td>-1.16</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>0.80</td>
<td>0.81</td>
<td>0.03</td>
<td>0.04</td>
<td>-0.98</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>0.91</td>
<td>0.92</td>
<td>0.03</td>
<td>0.02</td>
<td>-1.55</td>
<td>0.06</td>
</tr>
<tr>
<td>Mean</td>
<td>LSA</td>
<td>0.32</td>
<td>0.31</td>
<td>0.07</td>
<td>0.07</td>
<td>0.43</td>
<td>0.66</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>0.64</td>
<td>0.66</td>
<td>0.05</td>
<td>0.06</td>
<td>-1.38</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>0.82</td>
<td>0.83</td>
<td>0.04</td>
<td>0.04</td>
<td>-1.81</td>
<td>0.04</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>LSA</td>
<td>0.42</td>
<td>0.44</td>
<td>0.07</td>
<td>0.08</td>
<td>-1.35</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>0.78</td>
<td>0.78</td>
<td>0.04</td>
<td>0.05</td>
<td>-0.38</td>
<td>0.35</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>0.88</td>
<td>0.89</td>
<td>0.03</td>
<td>0.03</td>
<td>-1.75</td>
<td>0.04</td>
</tr>
<tr>
<td>SIF</td>
<td>LSA</td>
<td>0.10</td>
<td>0.10</td>
<td>0.09</td>
<td>0.07</td>
<td>0.18</td>
<td>0.57</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>0.05</td>
<td>0.04</td>
<td>0.05</td>
<td>0.06</td>
<td>1.37</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>0.07</td>
<td>0.06</td>
<td>0.06</td>
<td>0.08</td>
<td>0.96</td>
<td>0.83</td>
</tr>
<tr>
<td>sent2vec</td>
<td>sent2vec</td>
<td>0.47</td>
<td>0.48</td>
<td>0.05</td>
<td>0.05</td>
<td>-1.37</td>
<td>0.09</td>
</tr>
</tbody>
</table>

Table 5: Coherence results. We see a significant difference between groups in 2/13 methods (GLoVE TF-IDF and GLoVE Mean(Content)), though these differences are no longer significant using the Bonferroni correction for multiple comparisons.

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Word</th>
<th>CHR mean</th>
<th>HC mean</th>
<th>CHR sd</th>
<th>HC sd</th>
<th>T-stat</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(All)</td>
<td>LSA</td>
<td>-0.015</td>
<td>-0.022</td>
<td>0.04</td>
<td>0.05</td>
<td>0.73</td>
<td>0.77</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>-0.006</td>
<td>-0.01</td>
<td>0.02</td>
<td>0.02</td>
<td>0.88</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>-0.004</td>
<td>-0.004</td>
<td>0.02</td>
<td>0.01</td>
<td>0.1</td>
<td>0.54</td>
</tr>
<tr>
<td>SIF</td>
<td>LSA</td>
<td>-0.026</td>
<td>-0.027</td>
<td>0.06</td>
<td>0.06</td>
<td>0.07</td>
<td>0.53</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>-0.032</td>
<td>-0.038</td>
<td>0.08</td>
<td>0.07</td>
<td>0.34</td>
<td>0.63</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>-0.038</td>
<td>-0.037</td>
<td>0.08</td>
<td>0.06</td>
<td>-0.02</td>
<td>0.49</td>
</tr>
<tr>
<td>TF-IDF</td>
<td>LSA</td>
<td>-0.016</td>
<td>-0.019</td>
<td>0.04</td>
<td>0.04</td>
<td>0.35</td>
<td>0.64</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>-0.005</td>
<td>-0.009</td>
<td>0.02</td>
<td>0.02</td>
<td>0.96</td>
<td>0.83</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>-0.004</td>
<td>-0.006</td>
<td>0.01</td>
<td>0.01</td>
<td>0.5</td>
<td>0.69</td>
</tr>
<tr>
<td>Mean(Content)</td>
<td>LSA</td>
<td>-0.02</td>
<td>-0.014</td>
<td>0.04</td>
<td>0.03</td>
<td>-0.69</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>word2vec</td>
<td>-0.011</td>
<td>-0.015</td>
<td>0.02</td>
<td>0.03</td>
<td>0.69</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>GLoVE</td>
<td>-0.007</td>
<td>-0.009</td>
<td>0.02</td>
<td>0.02</td>
<td>0.37</td>
<td>0.64</td>
</tr>
<tr>
<td>sent2vec</td>
<td>sent2vec</td>
<td>-0.017</td>
<td>-0.011</td>
<td>0.03</td>
<td>0.03</td>
<td>-0.84</td>
<td>0.20</td>
</tr>
</tbody>
</table>

Table 6: Tangentiality results. As in the main text, we observe no significant differences between groups.
E.2 Correlations with thought disorder symptoms

Figure 16: Correlations between coherence scores and SIPS symptoms for methods that yielded significant results (left two columns: GLoVE TF-IDF, right two columns: GLoVE Mean(Content)). As in the main text, we observe no significant correlations between SIPS symptoms and mean coherence.

E.3 Correlations with sentence length

Figure 17: As in the main text, in both cases (L-to-R: GLoVE TF-IDF, GLoVE Mean(Content)), we observe significant positive correlations between average sentence length and average coherence with correlation coefficients.

Figure 18: Left: GLoVE TF-IDF, Right: GLoVE Mean(Content). As in the case of removing fillers, in both graphs, the vast majority of the differences are positive, meaning that the HC group scores as more coherent than the CHR group despite complete randomization of words.
E.4 Correlations with lexical diversity

Figure 19: Left-to-right: GLoVE TF-IDF, GLoVE Mean(Content). As in the case of removing fillers, we find no significant correlation between lexical diversity, as measured by the MATTR, and mean coherence scores.

E.5 Correlations with Scholastic Achievement and Intelligence (WRAT)

Figure 20: Left-to-right: GLoVE TF-IDF and GLoVE Mean(Content). As in the main text, WRAT scores correlate positively with coherence scores, such that greater coherence is associated with higher WRAT scores (a measure of achievement, associated with intelligence).

E.6 Race

Figure 21: Left-to-right: GLoVE TF-IDF and GLoVE Mean(Content). As in the case of removing fillers, we find that both of these automated methods assign lower coherence scores to Black speakers than White speakers.
E.7 Age

Figure 22: Left-to-right: GLoVE TF-IDF and GLoVE Mean(Content). Using both methods, we find no correlation between age and coherence scores.
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Abstract

An important part of Cognitive Behavioral Therapy (CBT) is to recognize and restructure certain negative thinking patterns that are also known as cognitive distortions. This project aims to detect these distortions using natural language processing. We compare and contrast different types of linguistic features as well as different classification algorithms and explore the limitations of applying these techniques on a small dataset. We find that pre-trained Sentence-BERT embeddings to train an SVM classifier yields the best results with an F1-score of 0.79. Lastly, we discuss how this work provides insights into the types of linguistic features that are inherent in cognitive distortions.

1 Introduction

Cognitive Behavioral Therapy (CBT) is one of the most common methods of psycho-therapeutic intervention to treat depression or anxiety. Due to the COVID-19 pandemic, mental health issues are on the rise. At the same time, more and more interactions are now held virtually. Furthermore, mental health issues are not limited to the one-hour-per-week window that patients usually get with their therapists. This has led to a growth in the demand for digitally accessible therapy sessions. As mental health care is often inaccessible to people, there is a need for innovative ways to make it more widely available and affordable (Holmlund et al., 2019).

One possible solution is to develop an automated system that could serve by performing some ancillary tasks more efficiently. Towards that, Natural Language Processing (NLP) and Machine learning (ML) algorithms are now gaining widespread popularity and are being implemented in many fields where language is used. While we are far from a chatbot replacing a therapist’s nuanced skillset, having easy access to an intelligent support system can help fill in these gaps.

One of the major aspects of CBT is to recognize and restructure certain types of negative thinking patterns. Some established negative thinking patterns are commonly observed in patients dealing with anxiety or depression. These cognitive distortions arise due to errors in reasoning (Beck, 1963). The aim of educating the patient about these distortions during CBT is to equip the patient with the right tools to detect errors in their own thought processes. Once the patient is aware of the error in their reasoning, they can start to work on restructuring how to perceive the same situations in a healthier way.

1.1 Cognitive Distortions

The concept of cognitive distortions was first introduced by Beck (1963). There is no definitive number of types of distortions, and the number varies widely in existing literature depending on the level of detail in reasoning considered by the author. For example, the Cognitive Distortion Scale developed by Briere (2000) consists of only five types. In this work, we consider a total of ten types of cognitive distortions that are described below:

1. **Emotional Reasoning**: Believing “I feel that way, so it must be true”
2. **Overgeneralization**: Drawing conclusions with limited and often un negative experience.
3. **Mental Filter**: Focusing only on limited negative aspects and not the excessive positive ones.
4. **Should Statements**: Expecting things or personal behavior should be a certain way.
5. **All or Nothing**: Binary thought pattern. Considering anything short of perfection as a failure.
6. **Mind Reading**: Concluding that others are reacting negatively to you, without any basis in fact.
7. **Fortune Telling**: Predicting that an event will always result in the worst possible outcome.
8. **Magnification**: Exaggerating or Catastrophizing the outcome of certain events or behavior.
9. **Personalization**: Holding oneself personally responsible for events beyond one’s control.
10. **Labeling**: Attaching labels to oneself or others (ex: “loser”, “perfect”).

These distortions are based on the 10 types of cognitive distortion defined by Burns and Beck (1999). Some of these distortions are either combined into a super-category, or further divided into sub-categories, and hence the varying number of types of distortions. For example, mind reading and fortune telling are sometimes grouped and considered as a single distortion called Jumping to conclusions.

### 1.2 Problem statement

The first goal of this research project is to detect cognitive distortions from natural language text. This can be done by implementing and comparing different methodologies for binary classification of annotated data, obtained from mental health patients, into Distorted and Non-Distorted thinking.

The second goal is to analyze the linguistic implications of classification tasks of different types of distortions.

In particular, this research aims to answer the following questions:

1. Which type of NLP features is more suitable for cognitive distortion detection: semantic or syntactic? Simply put, to compare what is said and how is it said in the context of this task. And, how important is word order in this context?
2. How well do these NLP features and ML classification algorithms perform this task with a limited-sized dataset?

### 1.3 Related work

Previous work done in this field includes the Stanford Woebot, which is a therapy chatbot (Fitzpatrick et al., 2017). The dialogue decision in Woebot is primarily implemented using decision trees. It functions on concepts based on CBT including the concept of cognitive distortions. However, it only outlines several types of distortions for the user and leaves the user to identify which one applies to their case.

Another study established a mental health ontology based on the principles of CBT using a gated-CNN mechanism (Rojas-Barahona et al., 2018). The model associated certain thinking errors (cognitive distortions) with specific emotions and situations. Their study uses a dataset consisting of about 500k posts taken from a platform that is used for peer-to-peer therapy. The distribution of types of distortion is very similar to our results. These tasks come with annotator agreement issues - their inter-annotator agreement rate was 61%. One possible reason for the low agreement rate given by the authors is the presence of multiple distortions in a single data point.

As there is a lack of publicly available structured data that was curated specifically for the detection of cognitive distortions, datasets from other domains, such as social media data or personal blogs are used instead. One such study was conducted on Tumblr data collected by using selected keywords (Simms et al., 2017). By using the LIWC features (Section 3.3) to train a Decision Tree model to detect the presence of cognitive distortions, they were able to lower the false positive rate to 24% and the false-negative rate to 30.4%.

A similar study was conducted by Shickel et al. (2020) on a crowdsourced dataset and some mental health therapy logs. Their approach was to divide the task into two sub-tasks - first to detect if an entry has a distortion (F1-score of 0.88) and second to classify the type of distortion (F1-score of 0.68). For this study, 15 different classes are considered for the types of distortion. For both of the tasks - logistic regression outperformed more complex deep learning algorithms such as Bi-LSTMs or GRUs. On applying this model to smaller counseling datasets, however, the F1-score dropped down to 0.45.

### 2 Methods and Dataset

One of the most common roadblocks in using Artificial Intelligence for Clinical Psychology is the lack of available data. Most of the datasets that have patients interacting with licensed professionals are confidential and therefore not publicly available.

Here, we use a dataset, named Therapist Q&A, obtained from the crowd-sourced data science repository, Kaggle. The dataset follows a Question and Answer format and the identity of each patient is anonymized, to maintain their privacy.

Each patient entry usually consists of a brief description of their circumstance, symptoms, and

---

their thoughts. Each of these concerns is then answered by a licensed therapist addressing their issues followed by a suggestion. Since the patient entry is not just a vague request and it provides some insight into the situation as well as their reaction to it, it can be used to detect if they were engaging in any negative thinking patterns.

2.1 Annotation of dataset

For the annotation task, we have just focused on the patient’s input. One of the key factors in detecting cognitive distortions is context. While the data does give some insight into the situation a patient is in, it should be noted that the description itself is given by the patient themselves. As a result, their version of the situation itself may be distorted.

In this task, we focus on detecting cues in language that would indicate any type of distortion and there was no way to verify the veracity of their statements. Thus each entry is perceived as a viable candidate for cognitive distortion and given one out of 11 labels (‘No distortion’ and 10 different types of distortions as listed in section 1.1). It is noted that an entry can have multiple types of distortions. However for this project, the annotators were asked to determine a dominant distortion for each of the entries, and an optional secondary distortion if it is too hard to determine a dominant distortion. The decision between dominant or secondary distortion was made based on the severity of each distortion. Since the project aims to detect the presence of these distortions, the severity of distortions was not marked by any quantitative value. They were also asked to flag the sentences that led them to conclude that the reasoning was distorted.

The annotators coded 3000 samples out of which, 39.2% were marked as not distorted, while the remaining were identified to have some type of distortion. The highly subjective nature of this task makes it very hard to achieve a high agreement rate between the annotators. On comparing the dominant distortion of about 730 data points encoded by two annotators, the Inter-Annotator Agreement (IAA) for specific type of distortion was 33.7%. Considering the secondary distortion labels as well and computing a more relaxed agreement rate bumped the agreement to ~ 40%. On the other hand, the agreement rate increased to 61% when we focus on distorted versus non-distorted thinking only. The IAA metric used here is the Joint Probability of Agreement. These disagreements were resolved by enabling the annotators to discuss their reasoning and come to a consensus. The types of distortion were found to be evenly distributed across the 10 classes of distortions mentioned earlier (figure 1). The annotated dataset will be made available to the public to encourage similar work in this domain.

2.2 Experiments

Due to the limited size of the annotated dataset, several machine learning algorithms such as complex deep learning methods were eliminated from the experiments. Finally, the four types of features (Table 1) were tested using the following classification algorithms:

1. Logistic regression
2. Support vector machines
3. Decision trees
4. K- Nearest Neighbors (k = 15)
5. Multi-Layer Perceptron (with a single hidden layer having 100 units)

All of these classification algorithms were implemented with the default hyper-parameter settings using the python package commonly used for ML
3 Feature Selection

To address the different aspects of language, feature selection was divided into two categories - Semantic and Syntactic features. Two different training approaches were implemented for each of these categories. A brief description of each training method is given below.

<table>
<thead>
<tr>
<th></th>
<th>Bag-of-words approach</th>
<th>Sequential approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Semantic</td>
<td>SIF</td>
<td>S-BERT</td>
</tr>
<tr>
<td>Syntactic</td>
<td>LIWC</td>
<td>POS</td>
</tr>
</tbody>
</table>

Table 1: Types of linguistic features. Note that LIWC features are not limited to the Syntactic category.

3.1 Smooth Inverse Frequency (SIF)

There are multiple ways of encoding Sentence embeddings where the word order does not matter. One of the most common methods is simply using the mean value of all the word embeddings.

Another common approach is to treat these sentences as documents and use TF-IDF (Term Frequency - Inverse Document Frequency) vectors. However, the issue with treating sentences as documents is that sentences usually do not have multiple words repeated.

To address this, smooth inverse frequency (SIF) can be used instead. The SIF method for sentence embeddings improves the performance for textual similarity tasks, beating sequential deep learning models such as RNNs or LSTM (Arora et al., 2016).

Here, the sentence embeddings are generated using the SIF method on pre-trained GloVe embeddings (Pennington et al., 2014) for each word in the sentence.

3.2 Sentence-BERT (Bidirectional Encoder Representations from Transformers)

For the sequential semantic representation of these entries, a pre-trained sentence-BERT model was used (Reimers and Gurevych, 2019). To ensure that in this vector space, semantically similar sentences are closer, the authors have used Triplet Objective Function as the loss function. This triplet objective function minimizes the distance between the anchor sentence and a positive sample while maximizing the distance between the anchor sentence and a negative sample.

3.3 Linguistic Inquiry and Word Count (LIWC) Features

The linguistic inquiry and word count (LIWC) is a tool used to analyze textual data (Pennebaker et al., 2001). The LIWC program generates about 80 features based on the words used in the text. While we categorize the LIWC features as syntactic in table 1, these features reflect the percentage of words in different categories. A lot of these features are syntactic, such as the count of pronouns, proper nouns, etc. Other categories are psychological, linguistic, cognitive, or other (Tausczik and Pennebaker, 2010).

LIWC features are widely used for conducting linguistic analysis in almost any domain. Specific to mental illness, these features were used to detect the linguistic indicators of Schizophrenia (Zomick et al., 2019), Depression (Jones et al., 2020) and even Cognitive Distortions (Simms et al., 2017).

3.4 Parts of Speech (POS) tag embeddings

The main motivation behind using Parts of speech tags was to eliminate any specific Noun or Verb from heavily dominating the classification process. Two entries having the same context can have different distortions. Using POS tags as features have proved to be useful for similar applications, such as detecting depression from text (Morales and Levitan, 2016).

Syntactic features generally do not consider word order as an important aspect. To maintain the impact of word order each word is replaced with its Part-Of-Speech (POS) tag using the pre-trained Spacy language model.

These POS tags are then converted to embeddings by similarly training them as word embeddings using Skip-gram word2vec model (Mikolov et al., 2013). This is done to encode POS tag-order in the embeddings. Once each tag has an embedding, these vectors are padded with zeros for normalization.

---

2https://scikit-learn.org

3https://universaldependencies.org/docs/u/pos

4https://spacy.io/usage/linguistic-features/pos-tagging
4 Results and Discussion

4.1 Detecting Cognitive Distortion

The task of detecting cognitive distortions is treated as a binary classification problem here. From the F1 scores given in Table 2, we can see that the SVM outperforms all the other candidate algorithms. All types of features were found to be performing best with Support vector machines.

<table>
<thead>
<tr>
<th></th>
<th>SIF</th>
<th>BERT</th>
<th>LIWC</th>
<th>POS</th>
<th>BERT + LIWC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log. reg.</td>
<td>0.75</td>
<td>0.74</td>
<td>0.77</td>
<td>0.73</td>
<td>0.74</td>
</tr>
<tr>
<td>SVM</td>
<td>0.77</td>
<td><strong>0.79</strong></td>
<td>0.78</td>
<td>0.77</td>
<td>0.76</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.65</td>
<td>0.67</td>
<td>0.67</td>
<td>0.66</td>
<td>0.64</td>
</tr>
<tr>
<td>k-NN</td>
<td>0.74</td>
<td>0.75</td>
<td>0.76</td>
<td>0.75</td>
<td>0.75</td>
</tr>
<tr>
<td>MLP</td>
<td>0.73</td>
<td>0.70</td>
<td>0.77</td>
<td>0.72</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 2: The F1 scores on testing each type of features mentioned above on a 80-20 training test data split.

SIF embeddings perform very similarly to the sentence BERT embeddings. This indicates that the word order might not give much insight for this task when it comes to the semantic features.

The LIWC features, while comparable, always perform slightly better than the POS tags as features. As the POS tag embeddings have the word order encoded in it, whereas LIWC features (be it semantic or syntactic) do not, this reinforces our conclusion that the word order does not contribute much to the classification task.

To get the best of both semantic as well as syntactic insights, we tried a hybrid model that combines these features. This method yielded strikingly similar results to the other tests. For example, the combination of best performing semantic as well as syntactic features, i.e. S-BERT with LIWC features, still yields the highest F1-score of 0.76 by using SVM. This result may be because the combined model tends to overgeneralize in training, which in turn results in a slight decrease in performance on the test set.

4.2 Detecting the Type of Cognitive Distortion

While the aforementioned results show good performance in detecting the presence of cognitive distortions, detection of the type of distortion fails to yield good results. None of the algorithms mentioned above got a weighted F1-score more than 0.30. This could also be attributed to a poor IAA rate of $\sim 34\%$ which creates an upper bound for the performance in this task. Despite the discouraging classification results, we can draw some meaningful conclusions based on these experiments.

One way to test if semantically similar sentences tend to have the same type of distortion was to use k-Nearest Neighbors (k-NN) on the semantic embeddings using cosine similarity. When applied to the sentence-BERT embeddings, using k-NN on the multi-class classification problem yields 24% accuracy in the best case scenario as shown in figure 2.

Here, ‘the count-based k-NN’ would simply count the most redundant class of the ‘k’ nearest neighbors of a new data point, and then classify it as the same distortion. Whereas, the ’probability based’ model applies more weight to the entries which were semantically closer to the data point in question. Both of these models perform best at $k \geq 15$. At lower values, however, the count-based model performs slightly better than the probability-based model. So, we can conclude that semantically similar sentences do not have the same cognitive distortions.

Focusing on the syntactic features, if we analyze the behavior of these distortions based on their POS tags we can draw some conclusions about the type of language used for these distortions (figure 3). For example, the distortion “labeling” had a higher probability of having Adjectives, interjections, and Punctuations. The distortion “mind-reading” has a higher probability of having Pronouns, more specifically 3rd-person pronouns. Both of these examples are in accordance with the definition of the respective distortions.

On the other hand, some findings are more unexpected. The expectation with the “should statement”
was to have a higher probability of having auxiliary verbs such as ‘should’, ‘must’, ‘ought to’ etc. However, the results show that should statement have a lower than average probability of having auxiliary verbs. An example of this distortion without using any of the words listed above could be “While others my age are busy with their jobs and life I am just wasting my time”.

Unsurprisingly, entries having no cognitive distortions usually behave very differently than the mean behavior of distorted data (and hence the high F1-scores for the binary classification task). This can also be supported by the analysis of the LIWC features, more than 50% of the features do not conform to the patterns exhibited by other distorted entries. In addition to having the lowest score on the LIWC features - ‘feel’, ‘perception’, ‘insight’, ‘negative emotion’, ‘risk’ and ‘reward’; The non-distorted entries also tend to have more Adpositions, Determiners, Nouns, and Numerals, which indicates low subjectivity (Sahu, 2016).

Conducting a similar analysis on the LIWC features, we can conclude that some types of distortions are easier to detect than others. While most of the features of the entries conform to a mean pattern, some of the distortions deflect in behavior for specific features. For example, Fortune-telling distortion has the highest score for ‘focus future’, emotional reasoning has the highest ‘feel’ score, and so on.

Figure 4 shows a visual representation of how difficult it is to classify a certain distortion. The x-axis shows the magnitude of deviation (normalized z-score) from the mean behavior. The higher deviation from mean behavior, the easier it would be to classify that label using the LIWC features. This was done by calculating the z-score for each feature to quantify how far is the data point from the mean. The mean behavior here represents the average LIWC features expected from a natural language entry by a patient in the context of this study. This analysis is consistent with the finding that it’s easier to detect ‘No distortion’ than any of the specific types of distortions since the ‘no distortion’ category shows maximum deviation from the mean behavior.

5 Conclusion

In this work, we compare and contrast the performance of five classification algorithms in detecting cognitive distortion.
We find that the task of determining whether or not an input indicates distorted thinking is computationally feasible, wherein semantic as well as syntactic features perform equally well. The order of words was found to have no impact on the results. Entries with cognitive distortions tend to be more subjective than non-distorted entries. The best classification results were obtained by SVM using pre-trained S-BERT embeddings with an F1 score of 0.79.

Regarding the task of identifying the type of distortion, we found that semantically similar entries do not always get categorized as the same distortion. Some of the distortions are easier to classify than others, e.g. ‘should statements’, ‘mind reading’, ‘fortune-telling’ etc. None of the implemented ML techniques obtained an F1 score higher than 0.30 on the classification of each type of cognitive distortion.

A challenging aspect of this research is getting a standardized inter-annotator agreement. One reason for that is a lack of clear distinction in psychology literature itself wherein some of these distortions are sometimes grouped as one. Another reason for this could be the presence of multiple distortions in a single patient entry (Rojas-Barahona et al., 2018).

As with the clinical application of detection algorithms, there are some ethical risks to keep in mind. If the algorithm is implemented as an unregulated flagging system, the false negatives would go undiagnosed and the false positives would be put through an unnecessary position of second-guessing their cognitive capabilities. However, 100% accuracy of classification from a single interaction (as used for training here) may not be needed for such clinical applications. If this were to be implemented in a dialogue system, an ongoing conversation with the participant will serve to make the system more accurate and personalized. As the main goal is to develop effective feedback to help any participants, having less than perfect predictions is still valuable in informing the types of feedback that an automated clinical tool could provide to the participant.

Lastly, we discuss several applications of this work in the mental healthcare sector. It could be used to flag or screen people for referrals to mental health care providers. Likewise, it could also be used in tandem with the diagnosis to establish an estimate of the severity of the anxiety or depression. This approach might also be useful in detecting delusions or paranoia as well as suicide risk in natural language. Lastly, the measure of a patient’s distorted thinking can be used as an indicator of remission which can be used to determine which therapy techniques (or therapists, from the perspective of insurance companies) are more effective. In conclusion, this tool can be adapted for applications in mental health screening, diagnosis, and tracking treatment effectiveness.

6 Future work

This is an ongoing project with the ultimate goal to implement feedback to support CBT through the detection of cognitive distortions. Our next step is to implement a multi-class classification framework to improve the type of distortion detection accuracy. Once this study is complete, the annotated dataset will be made available to the public to encourage similar work in this domain.

The annotators have also identified and flagged specific parts of sentences wherein the negative thinking patterns were most evident. We can then train a classification model by using algorithms such as IOB (inside-outside-between) type tagging which can pinpoint the errors in a patient’s reasoning that give rise to cognitive distortions.
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Abstract

Automatic speech recognition (ASR) is a crucial step in many natural language processing (NLP) applications, as often available data consists mainly of raw speech. Since the result of the ASR step is considered as a meaningful, informative input to later steps in the NLP pipeline, it is important to understand the behavior and failure mode of this step. In this work, we analyze the quality of ASR in the psychotherapy domain, using motivational interviewing conversations between therapists and clients. We conduct domain agnostic and domain-relevant evaluations using evaluation metrics and also identify domain-relevant keywords in the ASR output. Moreover, we empirically study the effect of mixing ASR and manual data during the training of a downstream NLP model, and also demonstrate how additional local context can help alleviate the error introduced by noisy ASR transcripts.

1 Introduction

Evaluating the quality of psychotherapy is an essential step in assessing the fidelity of treatment and providing feedback to practitioners. In psychotherapy practice, this is usually done through a process called behavioral coding that consists of manually analyzing recordings of therapy conversations and then labeling specific behaviors from participants.

Recent efforts have addressed the automatic analysis and evaluation of psychotherapy quality, including the study of conversational dynamics between therapists and clients, the analysis of empathy and emotional responses, and the automatic assessment of therapist’s skills (Althoff et al., 2016; Zhang and Danescu-Niculescu-Mizil, 2020a; Pérez-Rosas et al., 2017).

Most of these research studies have been conducted using small collections of manually transcribed counseling conversations due to the need of an accurate representation of what is being said during the conversation. However, the use of manual transcription restricts the inclusion of a larger number of conversations into the analysis as it is a costly and slow process, making it challenging to apply data hungry machine learning approaches. As an alternative, some studies have explored the use of automatic speech recognition (ASR) systems that are able to quickly transcribe a large number of conversations (Flemotomos et al., 2021). However, there are several open questions regarding the feasibility of using automatic transcriptions in the evaluation of psychotherapy (Miner et al., 2020).

In this work, we study the quality of ASR in counseling conversations and its impact on the task of behavioral coding. We use an existing dataset of behavioral counseling conversations consisting of audio recordings and manual transcriptions as well as annotations of ten behaviors related to therapists’ counseling skills. We start by generating automatic transcriptions using a commercially available ASR system (Google, 2020). Using the resulting parallel corpus of manual and ASR transcriptions, we conduct an assessment of the ASR quality using three main approaches. First, we use automatic evaluation metrics such as word error rate (WER) and semantic distance to conduct domain agnostic evaluations of the ASR performance across conversation participants. Second, we conduct a domain-specific examination of the ASR output by identifying domain-relevant keywords using behavioral codes and keywords identified using the Linguistic Inquiry and Word Count (LIWC) (Pennebaker et al., 2001). Finally, we study the effect of the noisy ASR on the downstream behavioral coding task and empirically show that additional local context in the form of neighboring utterances can help alleviate the impact of ASR errors.

We believe that studying the role of ASR systems in the NLP pipeline is an important step to develop and evaluate robust systems for better understanding of counseling dialogues.
2 Related Work

As the overall accuracy of ASR systems keeps improving, the ability of producing accurate transcriptions of conversational data has enabled the development of NLP applications in health. Particularly, in the psychotherapy domain, where a large fraction of therapy sessions are conducted in spoken language, ASR can help reduce the burden of manual transcription, potentially allowing for large-scale analysis of interactions between counselors and patients.

There have been several efforts on applying NLP on conversation analysis and utterance coding tasks in the psychotherapy domain. NLP was used to evaluate counselor behaviors and strategies (Zhang and Danescu-Niculescu-Mizil, 2020b; Pérez-Rosas et al., 2019; Xiao et al., 2015), or to provide feedback by generating appropriate responses to client utterances (Shen et al., 2020).

While most of previous work was conducted on manual transcriptions, there are only a few cases where automatically generated transcripts have been used, limiting the use of computational methods in psychiatry (Imel et al., 2015). The main reason behind this is the need for reliable ASR systems that are able to produce accurate transcriptions as the error introduced by transcribing words incorrectly can have a great impact on the performance of the overall application.

It has been pointed out by previous research that automatic evaluation metrics such as word error rate alone are not a good indicator of accuracy in speech understanding (Park et al., 2008). Our work is similar to Miner et al. (2020) recent work in that we use both agnostic and domain-relevant approaches to assess ASR systems in the mental health domain. However, we additionally investigate how the ASR error, both domain-agnostic and domain-relevant, propagates through the common NLP pipeline, in training and inference times, and provide an advice for researchers.

Finally, Mani et al. (2020) recently framed post-processing ASR error correction as a machine translation task from noisy transcription to ground truth transcription, and trains a sequence to sequence error correction model. Although this approach can provide a modular solution to mitigate ASR errors in many speech understanding systems, we note that building such a parallel corpus can be prohibitive for many researchers.

3 Dataset

3.1 Data Source

We evaluate utterances and behavioral codes from 213 counseling sessions compiled by Pérez-Rosas et al. (2016). The sessions were originally drawn from various sources, including two studies on smoking cessation and medication adherence. The full set comprises a total of 97.8 hours of audio with average session duration of 20.8 minutes. All the sessions were manually anonymized to remove identifiable information such as counselor and patient names and references to counseling sites’ location. The sessions were transcribed using manual and crowd-sourced methods. The transcription set consist of 707,165 words distributed across 52,658 utterances and 39,637 talk-turns. More detailed statistics on words and utterances per session are provided in Table 1. The average conversation in the dataset has a duration of 21 minutes and a length of 3320 words.

The dataset also includes utterance-level annotations for ten behavioral codes from the Motivational Interviewing Treatment Integrity (MITI) coding scheme, the current gold standard for evaluating MI fidelity. MITI is focused on therapist language only and measures how well the therapist adhered to MI strategies by counting behaviors such as asking questions, using reflective language, seeking collaboration and emphasizing autonomy, among others. The dataset annotations were conducted by annotators with previous MI experience and trained on the use of MITI system. In addition to the MITI coding, our study uses two additional categories for utterances that are not labeled in the original dataset. The first includes therapist’s speech that is not labeled under any MITI code (NAT) and the second includes client’s utterances (NAC). Table 2 list the different behavioral codes, their count and their average word length.

<table>
<thead>
<tr>
<th>Session Length</th>
<th>Average</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration (min)</td>
<td>21.03</td>
<td>9.33</td>
</tr>
<tr>
<td>Length (words)</td>
<td>3320.02</td>
<td>1494.68</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Words Spoken per Session (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Therapist</td>
</tr>
<tr>
<td>Client</td>
</tr>
</tbody>
</table>

Table 1: Session statistics
We start by conducting a domain-agnostic evaluation of the automatic transcription process that considers that the accuracy of the ASR system is equally important for all speech in the conversation. To this end, we focus on two automatic evaluation metrics: word error rate and semantic distance. The first one evaluates transcription error at the word-level; the second one aims to evaluate transcription error considering the semantic distance between the ASR output and the ground truth i.e., human transcription.

### 3.2 Preprocessing

**Alignment.** Since the manual transcriptions provided in the dataset consist of transcribed speech without corresponding timestamps, we used forced alignment to automatically align speakers’ speech with its corresponding transcription. We used Gentle (Ochshorn and Hawkins), a forced speech aligner implemented using the Kaldi toolkit for speech recognition (Povey et al., 2011). Note that this is a necessary step to enable comparisons between manual and automatic transcriptions for the same audio segments.

**Automatic Transcription.** To automatically transcribe each counseling session, we first spliced its audio into smaller segments using the obtained timestamps. Next, we individually transcribed each segment using the Google’s Speech-to-Text recognition system (Google, 2020).\(^1\) Again, our choice of transcribing segments rather than full conversations is motivated by the need of comparable units so we can avoid potential misalignment generated by ASR segmentation.

### 4 Domain-agnostic Evaluation

We start by conducting a domain-agnostic evaluation of the automatic transcription process that considers that the accuracy of the ASR system is equally important for all speech in the conversation. To this end, we focus on two automatic evaluation metrics: word error rate and semantic distance. The first one evaluates transcription error at the word-level; the second one aims to evaluate transcription error considering the semantic distance between the ASR output and the ground truth i.e., human transcription.

#### Word Error Rate (WER)

We calculate WER using the equation below, where \( S, D, I \) each denote the number of substitutions, deletions, and insertions respectively required to make the reference sequence identical to the ASR sequence. \( C \) refers to the number of correct words, whereas \( N \) is the number of words in the reference.

\[
W E R = \frac{S + D + I}{S + D + C} = \frac{S + D + I}{N} \tag{1}
\]

We use the Python Jiwer package\(^2\) to automatically calculate WER for all conversations in the dataset. Our calculations are done by aggregating transcriptions by the corresponding speaker and averaging across sessions.

**Semantic Distance.** Although recent works show that averaging WERs over large benchmark sets can provide good estimation of model performance (Likhomanenko et al., 2020), there have been criticisms against relying solely on WERs, on the grounds that some important aspects of transcription quality are ignored when focusing on word overlaps (Kong et al., 2016; Szymański et al., 2020). For instance, “This is a cap” and “This is a cat” will have a low score of WER because of the low edit distance between the sentences, while their semantic contents are about two distant concepts (Kim et al., 2021). We use semantic distance to complement WER as semantics play an important role in understanding psychotherapy language and the meaning of a particular utterance could be greatly affected by substitutions done during the ASR process.

More specifically, we measure the difference in semantic content between the ground truth and ASR transcriptions. Our calculations are conducted at the utterance level and aggregated overall all conversations. We define the semantic distance between a manually transcribed utterance \( U t t_{M A N} \) and an automatically transcribed utterance \( U t t_{A S R} \) as the cosine distance between the sentence embeddings of each utterance:

\[
\text{Semantic Distance}(U t t_{M A N}, U t t_{A S R}) = 1 - \frac{\text{emb}(U t t_{M A N}) \cdot \text{emb}(U t t_{A S R})}{||\text{emb}(U t t_{M A N})|| ||\text{emb}(U t t_{A S R})||} \tag{2}
\]

Thus, lower semantic distance between a manual transcription and an ASR transcription would indicate lower degree of transcription error.

---

1. We use the Google Cloud speech-to-text enhanced model

2. https://pypi.org/project/jiwer/
We chose the sentence transformer over alternative word2vec, since recent research has shown that off-the-shelf transformer models without fine-tuning often lead to representations that perform poorly on semantic similarity tasks (Li et al., 2020). A factor that potentially affected our analysis is the over-representation of speakers due to being more consistent to standard pronunciations than male speakers (Adda-Decker and Lamel, 2005; Goldwater et al., 2008). However, it is important to mention that other work on ASR evaluation have encountered the opposite trend, where transcription of female speakers speech obtained higher WER than of males (Tatman, 2017). A factor that potentially affected our analysis is that due to the unavailability of identity data for speakers in the dataset, we treated each session as featuring a unique set of speakers. This might have been caused by the over-representation of speakers who appear multiple times in the dataset.

### 5 Domain-relevant Evaluation

Although the domain-agnostic evaluation can provide insights into the aggregate performance of an ASR system, a domain informed evaluation can help to better understand the quality of derived transcriptions and its potential impact on downstream tasks. In the counseling domain, incorrect transcription of words or phrases related to emotion, mental state, addiction, or medication can cause more harm than the incorrect transcription of other types of words. Seeking to evaluate the role of domain on ASR quality in our automatically transcribed conversations, we focus on speech that is relevant to counseling quality. To identify such speech, we use the behavioral coding provided in the dataset and also word categories from the Linguistic Inquiry and Word Count (LIWC) lexicon (Pennebaker et al., 2001). **Behavioral codes.** We measure WER and semantic distance on utterances coded with the ten counselor behaviors included in the dataset and also examined transcription error in uncoded utterances from both, therapists and clients. For WER, we first concatenated all the utterances labeled with a given code in each single conversation, and then averaged the obtained WER across all conversations. Semantic distances for each utterance are averaged over all utterances in the dataset. **LIWC Categories.** LIWC is a psycholinguistic lexicon that maps words and its stems to a set of categories related to psychological processes. There are 69 predefined categories that cover four high-level topics: psychological processes, personal concerns, linguistic dimensions, and linguistic fillers.

### Table 3: WER and Semantic Distance statistics by speaker role and gender for manual and automatic transcriptions. Plus and minus values denote standard deviation.

<table>
<thead>
<tr>
<th>Code</th>
<th>WER</th>
<th>Semantic Distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>AF</td>
<td>0.36±0.23</td>
<td>0.18±0.16</td>
</tr>
<tr>
<td>AUTO</td>
<td>0.34±0.29</td>
<td>0.18±0.17</td>
</tr>
<tr>
<td>CON</td>
<td>0.38±0.40</td>
<td>0.13±0.12</td>
</tr>
<tr>
<td>CR</td>
<td>0.32±0.14</td>
<td>0.18±0.16</td>
</tr>
<tr>
<td>NGI</td>
<td>0.33±0.27</td>
<td>0.16±0.15</td>
</tr>
<tr>
<td>NPWP</td>
<td>0.35±0.57</td>
<td>0.17±0.16</td>
</tr>
<tr>
<td>PWOP</td>
<td>0.29±0.14</td>
<td>0.15±0.14</td>
</tr>
<tr>
<td>QUEST</td>
<td>0.31±0.19</td>
<td>0.18±0.17</td>
</tr>
<tr>
<td>SEEK</td>
<td>0.32±0.43</td>
<td>0.17±0.15</td>
</tr>
<tr>
<td>SR</td>
<td>0.36±0.19</td>
<td>0.20±0.18</td>
</tr>
<tr>
<td>NAT</td>
<td>0.48±0.20</td>
<td>0.37±0.26</td>
</tr>
<tr>
<td>NAC</td>
<td>0.40±0.16</td>
<td>0.30±0.10</td>
</tr>
</tbody>
</table>

For the $emb(\cdot)$ function we use sentence transformer embeddings (Reimers and Gurevych, 2019). We chose the sentence transformer over alternative methods of sentence embeddings such as BERT or word2vec, since recent research has shown that off-the-shelf transformer models without fine-tuning often lead to representations that perform poorly on semantic similarity tasks (Li et al., 2020).

### 4.1 Results

Table 3 summarizes the results obtained by speaker’s role (i.e., therapist, client) and gender (i.e., male, female). Overall, transcription of therapist’s speech shows significantly lower error than client speech in terms of WER, but not on semantic distance (two tailed Mann-Whitney U-test, $p < .05$). We also observe significant differences in female and male speech recognition for both WER and semantic distance ($p < .05$, two tailed Mann-Whitney U-test). The difference between genders is also confirmed when the speaker roles are considered. This result is aligned with previous findings that ASR systems tend to perform better on female speakers due to being more consistent to standard pronunciations than male speakers (Adda-Decker and Lamel, 2005; Goldwater et al., 2008). However, we also observe significant differences in transcription of female speakers speech obtained higher WER than of males (Tatman, 2017). A factor that potentially affected our analysis is the over-representation of speakers due to being more consistent to standard pronunciations than male speakers (Adda-Decker and Lamel, 2005; Goldwater et al., 2008). However, it is important to mention that other work on ASR evaluation have encountered the opposite trend, where transcription of female speakers speech obtained higher WER than of males (Tatman, 2017). A factor that potentially affected our analysis is that due to the unavailability of identity data for speakers in the dataset, we treated each session as featuring a unique set of speakers. This might have been caused by the over-representation of speakers who appear multiple times in the dataset.
For our analysis, we identify and select a subset of categories from psychological processes and personal concerns as they have been found relevant to psychotherapy conversations. For words in the different categories appearing in the ground truth utterances, we evaluated whether the ASR system was able to correctly transcribed them. We calculate the true positive, false negative, and false positive rates as well the standard metrics of recall and precision.

5.1 Results

Table 4 shows the average WER and semantic distance of transcription for behavior codes and also for non-coded (“Non-coded Client”, “Non-coded Therapist”) language in the conversations.

In general, we find that non-coded language tends to have higher transcription error than coded-language (two-tailed Mann-Whitney U-test, p < 0.05 for both WER and semantic distance). Within non-applicable codes, we note that NAT shows higher WER and semantic distance. Since in Table 3 we saw that client language tends to have higher error overall than therapist language, this may indicate that transcription error is correlated to speech content or topic, because NAC covers all client utterances, while NAT is only applied for non-MITI labeled utterances.

When the ASR system is evaluated in terms of transcribing keywords that are relevant to psychotherapy and counseling, results from Table 5 indicate that correctly retrieving keywords is harder for ASR systems than avoiding incorrect insertion of keywords in the transcription, as precision values are concentrated near 1.0, while recall values are more diverse. Table 6 gives an example of how omission errors can change the semantic content of the utterance for LIWC categories such as “DEATH, BODY”. In the context of mental health and psychotherapy, these results suggest that aggregate metrics that compare whole ground truth utterances and ASR transcriptions to compute error rate are not granular enough to capture such cases of ASR failure where mistranscriptions of keywords might result in clinicians or counselors missing signs of patient distress or danger.

6 The Role of ASR on the Automatic Evaluation of Psychotherapy

Beyond studying the domain-agnostic and domain-relevant error patterns of the automatic transcription, we also study the relationship between the speech transcription step and the later behavior code classification, where ASR transcriptions are fed as input.

6.1 Model Performance

To explore whether the use of noisy ASR transcriptions affects the automatic evaluation of psychotherapy, we focus on a behavioral coding task where we seek to label participants’ utterances into a set of predefined codes relevant to counseling quality using transcripts that are either manual or automatically generated.

We use the utterance-level annotations provided with the dataset described in Section 3, which consist of ten codes for therapist language plus two additional codes for annotated language from therapists and clients. We thus conduct a multi-label classification task to assign each utterance in the conversation to any of these 12 labels.

Our experiments are performed using a BERT model as our baseline classifier (Devlin et al., 2019) and our evaluated are conducted using 5-fold cross-validation. BERT is a transformer-based model that has been widely used in NLP. We chose this model since pretrained parameters fine-tuned on large natural language corpora are readily available, and also because due to its design the additional context input could easily supplied through the use of separate token type ids. We used the version implemented in (Wolf et al., 2020) with a learning rate of 2e-5. The input to the model is a sequence of token-level embeddings of each utterance in the conversation and the predicted label is assigned using a multilayer perceptron. The experiments are run on a GeForce RTX 2080 Ti.

We first conduct a set of experiments where we train and test multi-class utterance classifiers using either manual or automatic transcripts. In our first experiment, we aim to measure the model accuracy when using high quality training data i.e., manual transcripts for both, testing and training sets. Second, we substitute the train set for its automatically transcribed version and test on a manually transcribed set to evaluate the potential performance loss when training with noisy transcripts. Third, we again train on manual transcripts but this time test on automatic transcripts to evaluate whether a model built with accurate transcripts (i.e., produced by humans) would be effective while testing on transcriptions that are automatically obtained. Fi-
<table>
<thead>
<tr>
<th>Category</th>
<th>N</th>
<th>TP</th>
<th>FN</th>
<th>FP</th>
<th>Recall</th>
<th>Precision</th>
<th>Avg Word Len</th>
<th>Std Word Len</th>
</tr>
</thead>
<tbody>
<tr>
<td>FAMILY</td>
<td>926</td>
<td>827</td>
<td>99</td>
<td>8</td>
<td>89.31</td>
<td>99.04</td>
<td>5.10</td>
<td>1.38</td>
</tr>
<tr>
<td>FEEL</td>
<td>2470</td>
<td>2191</td>
<td>279</td>
<td>47</td>
<td>88.70</td>
<td>97.90</td>
<td>4.12</td>
<td>0.43</td>
</tr>
<tr>
<td>POSTFEEL</td>
<td>8614</td>
<td>7568</td>
<td>1046</td>
<td>454</td>
<td>87.86</td>
<td>94.34</td>
<td>4.03</td>
<td>0.20</td>
</tr>
<tr>
<td>HOME</td>
<td>1550</td>
<td>1360</td>
<td>190</td>
<td>14</td>
<td>85.96</td>
<td>98.83</td>
<td>4.98</td>
<td>1.38</td>
</tr>
<tr>
<td>LEISURE</td>
<td>2077</td>
<td>1778</td>
<td>299</td>
<td>21</td>
<td>85.60</td>
<td>98.83</td>
<td>4.98</td>
<td>1.38</td>
</tr>
<tr>
<td>OPTIM</td>
<td>791</td>
<td>669</td>
<td>122</td>
<td>13</td>
<td>84.58</td>
<td>98.09</td>
<td>4.53</td>
<td>1.39</td>
</tr>
<tr>
<td>SELF</td>
<td>43100</td>
<td>36433</td>
<td>6667</td>
<td>3338</td>
<td>84.53</td>
<td>91.61</td>
<td>3.31</td>
<td>0.66</td>
</tr>
<tr>
<td>SOCIAL</td>
<td>54504</td>
<td>45866</td>
<td>8638</td>
<td>3907</td>
<td>84.15</td>
<td>92.15</td>
<td>3.31</td>
<td>1.02</td>
</tr>
<tr>
<td>ANX</td>
<td>268</td>
<td>224</td>
<td>44</td>
<td>2</td>
<td>83.58</td>
<td>99.12</td>
<td>6.07</td>
<td>3.00</td>
</tr>
<tr>
<td>POSEMO</td>
<td>20712</td>
<td>17152</td>
<td>3560</td>
<td>840</td>
<td>82.81</td>
<td>95.33</td>
<td>3.73</td>
<td>1.29</td>
</tr>
<tr>
<td>ANGER</td>
<td>412</td>
<td>341</td>
<td>71</td>
<td>8</td>
<td>82.77</td>
<td>97.71</td>
<td>4.18</td>
<td>1.71</td>
</tr>
<tr>
<td>AFFECT</td>
<td>23044</td>
<td>18993</td>
<td>4051</td>
<td>867</td>
<td>82.42</td>
<td>95.63</td>
<td>3.83</td>
<td>1.39</td>
</tr>
<tr>
<td>BODY</td>
<td>1721</td>
<td>1398</td>
<td>323</td>
<td>27</td>
<td>81.23</td>
<td>98.11</td>
<td>4.62</td>
<td>1.47</td>
</tr>
<tr>
<td>PHYSICAL</td>
<td>4042</td>
<td>3224</td>
<td>818</td>
<td>57</td>
<td>79.76</td>
<td>98.26</td>
<td>4.87</td>
<td>1.49</td>
</tr>
<tr>
<td>MONEY</td>
<td>674</td>
<td>534</td>
<td>140</td>
<td>4</td>
<td>79.23</td>
<td>99.26</td>
<td>4.95</td>
<td>1.30</td>
</tr>
<tr>
<td>EATING</td>
<td>2063</td>
<td>1633</td>
<td>430</td>
<td>27</td>
<td>79.16</td>
<td>98.37</td>
<td>5.35</td>
<td>1.78</td>
</tr>
<tr>
<td>NEGEMO</td>
<td>2130</td>
<td>1684</td>
<td>446</td>
<td>27</td>
<td>79.06</td>
<td>98.42</td>
<td>4.61</td>
<td>1.80</td>
</tr>
<tr>
<td>SAD</td>
<td>755</td>
<td>587</td>
<td>168</td>
<td>13</td>
<td>77.75</td>
<td>97.83</td>
<td>4.90</td>
<td>1.35</td>
</tr>
<tr>
<td>SCHOOL</td>
<td>492</td>
<td>379</td>
<td>113</td>
<td>2</td>
<td>77.03</td>
<td>99.48</td>
<td>5.04</td>
<td>1.40</td>
</tr>
<tr>
<td>SLEEP</td>
<td>212</td>
<td>163</td>
<td>49</td>
<td>2</td>
<td>76.89</td>
<td>98.79</td>
<td>3.99</td>
<td>1.01</td>
</tr>
<tr>
<td>DOWN</td>
<td>552</td>
<td>415</td>
<td>137</td>
<td>3</td>
<td>75.18</td>
<td>99.28</td>
<td>3.36</td>
<td>0.77</td>
</tr>
<tr>
<td>DEATH</td>
<td>152</td>
<td>112</td>
<td>40</td>
<td>1</td>
<td>73.68</td>
<td>99.12</td>
<td>3.72</td>
<td>0.73</td>
</tr>
<tr>
<td>FRIENDS</td>
<td>110</td>
<td>81</td>
<td>29</td>
<td>0</td>
<td>73.64</td>
<td>100</td>
<td>5.72</td>
<td>0.83</td>
</tr>
<tr>
<td>SEXUAL</td>
<td>253</td>
<td>186</td>
<td>67</td>
<td>5</td>
<td>73.52</td>
<td>97.38</td>
<td>4.04</td>
<td>0.45</td>
</tr>
<tr>
<td>RELIG</td>
<td>234</td>
<td>166</td>
<td>68</td>
<td>2</td>
<td>70.94</td>
<td>98.81</td>
<td>3.30</td>
<td>0.65</td>
</tr>
</tbody>
</table>

Table 5: Performance on LIWC-identified Keywords

Category: DEATH, BODY / Error Type: Omission
Manual: And that’s losing all the weight, and I really felt like I was dying
ASR: And to Annette loosen all the way. And I really felt like I was there.

Category: MONEY / Error Type: Insertion
Manual: Oh money to buy the cigarettes, and not to buy medicine Exactly Because it’s expensive.
ASR: Money to buy cigarettes, but no money for the medicine exactly six months ago

Table 6: Sample ASR errors for LIWC-identified keywords

Finally, we evaluate a fully automatic pipeline, where both, train and test sets are obtained using ASR models. Results for these experiments are shown in Table 9.

6.2 Performance Trade-off

As results in Table 7 indicate, the choice of transcription method for both training and testing sets has a significant impact on the classification performance. Here, we see that even the model trained on the same manually transcribed training data can have drastically different reported performance, depending on the transcription method of the testing set. On the other hand, we also note that using ASR transcription as training set leads to a large decrease in performance when tested using manual testing data.

Since manual transcription is the most accurate representation of speech data, working with manual transcriptions would be the optimal choice. However, manual transcription can be expensive, especially for situations where a large amount of data has been collected. Thus, in many cases ASR technologies provide a faster and much more affordable transcription method. However, supervised learning with noisy ASR transcripts may result in the model learning spurious correlations, rather than the desired relationship between certain linguistic patterns and the predicted variables. This in turn leads to lower performances as shown in our experiments, where we observe performance losses up to 15%. Furthermore, consider a real case reported by Miner et al. (2020), where the word “depressed” was incorrectly transcribed into “the preston” in a self-harm counseling session. If an emotion detector were to be trained on the automatically transcribed data, the obvious correlation between “depressed” and “sad, blue” emotions will be lost, and replaced with a spurious one.

These considerations raise the question of what would be the best trade-off between the use of manual and automatic transcription methods in the psychotherapy domain.

To answer this question, we conduct a set of ex-
Table 7: Classification results for behavioral coding in MI sessions. AF, CON, NPWP, AUTO are not reported as their F-scores are zero.

<table>
<thead>
<tr>
<th>% of Manual Data</th>
<th>Test Acc.</th>
<th>F-score</th>
<th>QUEST CR SR NAT NAC SEEK NGI PWOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.5520</td>
<td>0.4529 0.3642 0.0010 0.2587 0.7587 0.0815 0.3789 0.0127</td>
<td></td>
</tr>
<tr>
<td>20%</td>
<td>0.6173</td>
<td>0.5820 0.5053 0.0076 0.4360 0.8132 0.1821 0.4865 0.011</td>
<td></td>
</tr>
<tr>
<td>40%</td>
<td>0.6734</td>
<td>0.5988 0.5225 0.0241 0.6397 0.8601 0.2981 0.4943 0.0276</td>
<td></td>
</tr>
<tr>
<td>60%</td>
<td>0.6827</td>
<td>0.5966 0.5298 0.0336 0.6700 0.8678 0.2314 0.4996 0.0021</td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>0.6914</td>
<td>0.6081 0.5340 0.0810 0.6866 0.8726 0.3073 0.5119 0.0534</td>
<td></td>
</tr>
<tr>
<td>100%</td>
<td>0.6940</td>
<td>0.6071 0.5338 0.0794 0.6919 0.8758 0.3058 0.5186 0.0048</td>
<td></td>
</tr>
<tr>
<td>Majority Class Classifier</td>
<td>0.4321</td>
<td>0.0 0.0 0.0 0.6034 0.0 0.0 0.0 0.0</td>
<td></td>
</tr>
</tbody>
</table>

Table 8: Classification results for behavioral coding for incremental fraction of manual transcripts in training set. The majority class classifier outputs the majority label in the training dataset for each instance.

<table>
<thead>
<tr>
<th>% of Manual Data</th>
<th>Test Acc.</th>
<th>F-score</th>
<th>QUEST CR SR NAT NAC SEEK NGI PWOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>0%</td>
<td>0.5520</td>
<td>0.4529 0.3642 0.0010 0.2587 0.7587 0.0815 0.3789 0.0127</td>
<td></td>
</tr>
<tr>
<td>20%</td>
<td>0.6173</td>
<td>0.5820 0.5053 0.0076 0.4360 0.8132 0.1821 0.4865 0.011</td>
<td></td>
</tr>
<tr>
<td>40%</td>
<td>0.6734</td>
<td>0.5988 0.5225 0.0241 0.6397 0.8601 0.2981 0.4943 0.0276</td>
<td></td>
</tr>
<tr>
<td>60%</td>
<td>0.6827</td>
<td>0.5966 0.5298 0.0336 0.6700 0.8678 0.2314 0.4996 0.0021</td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>0.6914</td>
<td>0.6081 0.5340 0.0810 0.6866 0.8726 0.3073 0.5119 0.0534</td>
<td></td>
</tr>
<tr>
<td>100%</td>
<td>0.6940</td>
<td>0.6071 0.5338 0.0794 0.6919 0.8758 0.3058 0.5186 0.0048</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Classification accuracy as the fraction of manually transcribe data increases in the training set.

6.3 Can (noisy) Local Context Help?

ASR error correction is an ongoing research topic in signal processing and natural language processing communities, and several techniques, including post-editing and domain adaptation, have been proposed (Mani et al., 2020). However, in this paper, we explore a simpler strategy based on context augmentation considering the distributional hypothesis in semantic theory, which states that words appearing in the same contexts tend to have similar meaning (Harris, 1954). We thus hypothesize that augmenting the target utterance with local context consisting of neighboring utterances can alleviate the effect of noisy transcription.

To this end, we compare BERT-based classifiers with different amounts of local context in addition to the target utterance (Devlin et al., 2019). The results shown in Table 9 are averaged over the re-
result of five-fold cross validation. The “No Context” model is given a single utterance as input, and the final label by computing softmax after the final linear layer. For the “Context = n” models, n previous and following utterances surrounding the target utterance are also provided to the BERT model, as a concatenation. Note that through the use of separate token type ids, BERT allows practitioners to separately designate a sequence of context tokens, distinct from the target tokens. Overall, models that integrate context information outperform the base model in terms of average accuracy and Macro F1 with small but consistent performance gains, thus suggesting that the system’s performance can be improved using this simple strategy as opposed to conducting expensive manual transcription.

### 7 Limitations

Our work has several limitations that should be addressed through future work. First, our study only considers Google’s ASR and although this a popular choice there are several other commercial and open source alternatives. Initially, we also explored the use of Amazon Transcribe Medical\(^3\); however initial experiments did not show much variation with respect to the use of Google ASR. Nonetheless, further analysis is needed to evaluate how well the findings of this work will generalize to other ASR systems. Second, the computed WER and semantic distance are noisy, since the timestamps we used to align manual and automatic transcriptions were obtained through forced alignment. Furthermore, we did not evaluate the speaker diarization performance of the ASR system in identifying speaker’s role. Current ASR systems, including Google’s speech-to-text, offer the functionality to automatically assign speaker identities to transcribed utterances, and this feature might be useful for automatically assigning speaker roles to each utterance. Finally, we limited our focus to the behavioral coding task.

### 8 Conclusion and Lessons Learned

In this work, we conducted an evaluation of automatic speech recognition in the counseling domain using conversations between counselors and clients. To measure the degree of transcription error introduced by the use of an ASR system, we conducted domain-agnostic and domain-relevant evaluations using WER and semantic distance. Our analysis showed that while WER and semantic distance are in the 35 to 40% range when conducting a domain agnostic evaluation, the transcription error is slightly lower when considering transcription segments that are relevant to the domain i.e., utterances identified as important in evaluating the quality of counseling.

Moreover, we examined how the ASR step fits in and impacts the larger pipeline of an NLP system for behavioral coding in psychotherapy by comparing how the use of ASR data in place of manually transcribed data affects the performance of the downstream NLP system. Finally, we empirically showed that augmenting the system input with local context may alleviate the impact of noisy transcription. Given the results and analyses of this work, we conclude with the following lessons we learned in this study, on using ASR for NLP applications in psychotherapy and counseling: (1) Aggregate error measures are not sufficient by themselves, and must be complemented with domain-specific evaluations. (2) ASR error rates and performances differ across speaker roles and demographics as well as utterance content/topics. (3) Even a relatively small amount of manual transcription effort can help counteract noisy ASR and improve performance during the training of NLP models for psychotherapy applications.
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Models for identifying depression using social media text exhibit biases towards different gender and racial/ethnic groups. Factors like representation and balance of groups within the dataset are contributory factors, but difference in content and social media use may further explain these biases. We present an analysis of the content of social media posts from different demographic groups. Our analysis shows that there are content differences between depression and control subgroups across demographic groups, and that temporal topics and demographic-specific topics are correlated with downstream depression model error. We discuss the implications of our work on creating future datasets, as well as designing and training models for mental health.

1 Introduction

Models of mental health trained on social media data exhibit biases in downstream performance on different gender and racial/ethnic demographic groups (Aguirre et al., 2021). An important factor is that minority groups (People of Color in general) are underrepresented in datasets and thus models under perform compared to majority groups. While size and balance of datasets contribute to the gap in performance, there may be differences in the manner in which depressive behavior is exhibited across demographic groups, creating problems in generalization.

Difference in depression prevalence across demographics have long been known (Brody et al., 2018), although there is no clear explanation for why this is the case (Hasin et al., 2018). On social media, demographic-based mental health analyses have used matched control samples (Dos Reis and Culotta, 2015), which allow for comparison of behaviors across groups (Coppersmith et al., 2014; Amir et al., 2019). These types of analyses have focused on downstream performance of trained models (Aguirre et al., 2021) and how they show differences in depression rates, but there have been no qualitative studies investigating these demographic differences (Chancellor and De Choudhury, 2020; Harrigian et al., 2020b).

Others have used qualitative studies to analyze behaviors and performance of machine learning models in general (Chen et al., 2018). Previous work has analyzed representative sentences (Ettinger, 2020), hashtags (Sykora et al., 2020), performed a thematic analysis by using the Linguistic Inquiry and Word Count dictionary (Wolohan et al., 2018) or trained topic models (Harrigian et al., 2020a; Yazdavar et al., 2017; Mitchell et al., 2015).

We propose a qualitative language analysis to reveal what differences occur, and how these differences can contribute to downstream performance. What language trends characterize depression and how do these vary across demographic groups? We use an analysis method similar to Mueller et al. (2021) but instead of training an Latent Dirichelt Allocation (LDA) (Blei et al., 2003) topic model and performing Point-Wise Mutual inference to obtain topics related to demographics, we train a Partially-Labeled LDA model (Ramage et al., 2011) which allows us to assign labels to demographic groups as well as depression and control groups to obtain label-specific topics to our user groups.

We base our analysis on datasets from previous work using Twitter. We train simple text-based models based on previous work on these datasets (Harrigian et al., 2020a; Aguirre et al., 2021). We use a labeled topic model to characterize what content indicates depression and how this content varies by demographic group.

Our analysis shows variations in content between depression and control subgroups across demographic groups, however, most of these differences are due to non-clinical phenomena e.g. vi-
eral content trends such as TV shows awards. Further, model error analysis corroborates that temporal trends and nongeneralizable topics of demographic groups are correlated with downstream model error. Our qualitative analysis approach can be utilized to analyze language differences across demographics on other datasets and mental health tasks. We discuss the implications of our work on creating new datasets, as well as designing and training language models for mental health.

2 Ethical Considerations

Given the sensitive nature of mental health topics and demographics of individuals, additional precautions (based on depression diagnoses (Benton et al., 2017a); gender identity (Larson, 2017); race/ethnicity identity (Wood-Doughty et al., 2020)) were taken during this study. Data sourced from external research groups was retrieved according to each datasets respective data use policy. For gender labels, due to current limitations on datasets and methods, we consider the folk perception of gender, as described in Larson (2017), and for race/ethnicity labels we use the mutually-exclusive non-Hispanic White, non-Hispanic Black, non-Hispanic Asian and Hispanic/Latinx, following Wood-Doughty et al. (2020). We acknowledge that both our gender and racial/ethnic categories do not fully capture many individuals’ gender and/or race/ethnicity. Additionally, we acknowledge the limitations of the demographic inference methods employed to obtain the demographic labels that have been raised in multiple previous studies (Mueller et al., 2021; Aguirre et al., 2021). While we carefully consider these issues, we believe the urgency of understanding mental health models (Aguirre et al., 2021) warrants our work and hope that our results provide sufficient evidence to justify further study in this area. This research was deemed exempt from review by our Institutional Review Board (IRB) under 45 CFR § 46.104.

3 Data

We use two datasets for depression identification on Twitter from previous studies: the CLPsych 2015 Shared Task (Coppersmith et al., 2015b), and the multi-disorder multitask learning for mental health dataset (Benton et al., 2017b).

CLPsych. The dataset contains publicly available tweets of individuals where the diagnosed group was collected by self-report through regular expression matching, e.g. "I was diagnosed with <disorder>". Control individuals were approximated by matching inferred age and gender using tools from the World Well-Being Project (Sap et al., 2014) from a pool of random accounts. While the original dataset collected four conditions, we select the depression users (475) and their matched control users resulting in 950 individuals.

Multitask. This dataset combines subsets of several datasets (Coppersmith et al., 2015a,b,c). All methods used the same collection process: self-report through regular expression matching, and control individuals by matching inferred age and gender with the same tool. Additionally, the complete public history of tweets is collected for each individual as opposed to the latest 3000 tweets on CLPsych resulting in a bigger dataset. We select the depression users (1400) and their matched control users resulting in 2800 individuals.

Table 1: Top and bottom 5 topics, as measured by the change of prevalence between depression and control group $\Delta$, per demographic group on Multitask dataset. Only showing topics were $\Delta$ is statistically significant with bootstrapping (iterations = 1000, CI = 0.95).

<table>
<thead>
<tr>
<th>label</th>
<th>topic</th>
<th>tokens</th>
<th>$\Delta$</th>
<th>$E$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female White</td>
<td>Depression mental health</td>
<td>men mental ppl tran #mentalhealth sex</td>
<td>0.086</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression Body Neg</td>
<td>fat weight eating line cross die cut body</td>
<td>0.096</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression UK language</td>
<td>lovely mom favourite uk mate cos london</td>
<td>0.876</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression Game/ Media</td>
<td>anime luigi art games draw Mario character</td>
<td>0.919</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression One Direction</td>
<td>harry potter zone direction mall lian</td>
<td>0.903</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female White School</td>
<td>class college weekend homework break</td>
<td>0.294</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control Sports</td>
<td>team football line state season congrats</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control AAVE</td>
<td>nega goa yo nega goa boot bitches tho</td>
<td>0.345</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control Arabic</td>
<td>0.111</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control Rage/ Movie</td>
<td>yall bigass smh biddle Drake kanye album</td>
<td>0.433</td>
<td></td>
</tr>
<tr>
<td>Male White</td>
<td>Depression UK language</td>
<td>lovely mam favourite uk mate cos london</td>
<td>0.851</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression mental health</td>
<td>men mental ppl tran #mentalhealth sex</td>
<td>0.827</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression Body Neg</td>
<td>fat weight eating line cross die cut body</td>
<td>0.971</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression mental health</td>
<td>men mental ppl tran #mentalhealth sex</td>
<td>0.922</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression UK language</td>
<td>lovely mam favourite uk mate cos london</td>
<td>0.925</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Depression S SO</td>
<td>#sos #vax #luke #mca michael calum ashton</td>
<td>0.992</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Female White School</td>
<td>class college weekend homework break</td>
<td>0.29</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control Sports</td>
<td>team football line state season congrats</td>
<td>0.14</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Control Arabic</td>
<td>0.111</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


While both dataset collection methods are nearly identical, the time period in which the tweets were collected, and the number of tweets and individuals are different for each dataset, likely leading to different types of depression indicators. Note that while there is an overlap between Multitask and CLPsych of 110 individuals, it is a small percentage of both datasets (~4% and ~10% respectively).

4 Methodology

Demographic Labels. While both datasets utilized gender and age inferences to match control and disorder groups at collection time, these models are now out-dated and labels for race/ethnicity were not made available. We obtain new race/ethnicity and gender labels from the work of Aguirre et al. (2021). Demographic statistics for both datasets are available in Appendix A. Since the race/ethnicity minority groups are extremely underrepresented in the datasets, we combine them to create a Person of Color (PoC) group.

Mental Health Models. We create mental health models for these datasets based on recent work (Harrigian et al., 2020a; Aguirre et al., 2021). Following standard pre-processing procedures, we filter numeric values, username mentions, retweets and urls from raw tweet text. For model features, we considered TF-IDF vector representations, mean-pooled 200 dimensional Twitter GloVe embeddings (Pennington et al., 2014), Linguistic Inquiry Word Count (LIWC) representations (Pennebaker et al., 2007), and features based on topic distributions learned via LDA. We train $\ell_2$-regularized logistic regression models on both datasets and follow hyper-parameter tuning procedures from Harrigian et al. (2020a); Aguirre et al. (2021).

4.1 Topic Model Analysis

Model. We use a topic model analysis to identify topic distribution differences between demographic groups. We train on each dataset (separately) a Partially Labeled LDA model (Ramage et al., 2011), which incorporates per-label latent topics into an LDA model. We assign both depression and demographic labels to individuals, with $K = 5$ topics per label and 20 latent topics not associated with any labels for a total of 50 topics, following the number of topics from previous work. Intuitively, this has the effect of credit attribution — associating words to either depression, demographic groups or latent to dataset topics for each individual.

Metrics. To measure topic prevalence between groups, we use the enrichment ($E$) metric from Marlin et al. (2012); Ghassemi et al. (2014):

$$E(c') = \frac{\sum_i^d \mathbb{1}(c_i = c') y_i \cdot q_{ic}}{\sum_i^d \mathbb{1}(c_i = c') q_{ic}}$$

The metric $E$ has the effect of highlighting topics regardless of topic importance within the group. In order to preserve topic importance, we take the non-normalized average difference in $E$ between control and depression groups ($\Delta$). For each document $i$, and corresponding label $y_i$, topic $c_i$, and topic probability $q_{ic}$:

$$\Delta(c') = \frac{1}{n} \sum_i^n \mathbb{1}(y_i = 1) \mathbb{1}(c_i = c') q_{ic} - \mathbb{1}(y_i = 0) \mathbb{1}(c_i = c') q_{ic}$$

Where negative values are topics most aligned with control group and positive values are aligned with depression.

Finally, To measure error rate attributions to topics, we use the topic error rate $\hat{E}$ metric from Chen et al. (2018):

$$\hat{E}(c') = \frac{\sum_i^d \mathbb{1}(y_i \neq \hat{y}) \mathbb{1}(c_i = c') q_{ic}}{\sum_i^d \mathbb{1}(c_i = c') q_{ic}}$$

Data Processing. In addition to removing numeric values, username mentions, retweets and urls, we also remove English stopwords, pronouns\(^1\) and emojis in order to create more coherent topics for our annotators. Removing stopwords and pronouns has the potential to erase depression signals as previous studies have found signals on pronoun usage, and also suppress voices and languages that do not fit certain norms. A full list of stopwords and pronouns is provided in Appendix B. We excluded topics from our results that did not have any coherent semantic groupings as annotated by one of the authors and 2 volunteers by looking at the top 15 most probable words per topic, obtaining a fair multi-annotator agreement Fleiss’$^2$ $\kappa = 0.332$. After, topics were the majority of annotators selected as coherent where labeled by one of the authors.

\(^1\)English stopwords and pronouns were obtained from NLTK tool (Bird et al., 2009)
5 Analysis

The topic model identified label-specific topics for depression and control. Appendix C shows the topics for both datasets as well as the top 10 most probable words per topic. Some depression topics are reasonable e.g. mental-health (in both datasets) and social media stats (may be related to internet statistics and popularity). Similarly, control topics like sports and beauty are active, positive and self-caring topics that are reasonable for being representative of our control group. However, some topics in both depression and control groups are not clearly tied to the groups e.g. for depression group, topics like One Direction and 5 Seconds of Summer. These might be topics introduced by temporal phenomena impeding model generalization (Harrigian et al., 2020a), rather than representative topics for those labels.

5.1 Content Differences

We characterize the difference in content between depression and control groups for each demographic. Table 1 shows the top and bottom 5 most prevalent topics with respect to the depression subgroups per demographic category as measured by $\Delta$ on the Multitask dataset where only the topics with statistically significant $\Delta$ are shown, as computed by bootstrapping with 10,000 iterations with a CI of 95%.

Some depression topics (One Direction and 5 Seconds of Summer) are not representative across demographics, while reasonable topics e.g. mental-health are representative of depression across demographic groups. Additionally, the topics most prevalent in the control subgroups (School and Sports) are the same across all demographics and represent qualities that are not related to depression, showing the robustness of these indicators and the well-formed nature of the control group in the dataset.

The Body Negative topic, attributed to the Female-White label, is very prevalent on depression subgroups for both female groups but is not prevalent on male subgroups, suggesting that there are differences on depression language online between gender groups.

For Male PoC individuals, the mental-health topic for depression is not prevalent in the depression subgroup while One Direction is prevalent. Given that the Male PoC group has the fewest users in the dataset, this suggests that its depression subgroup is not a representative group of individuals for depression yielding spurious topics, confirming prior work on dataset size being a factor on difference in performance across demographics (Aguirre et al., 2021).

Further, topics representing non-English language (Arabic and Spanish) or minority accent (AAVE) are more prevalent in control subgroups of demographics where those are not expected e.g. Arabic and AAVE on Female-White group. Perhaps this is evidence of demographic label noise, further exacerbating the need of obtaining self-reported demographic labels on mental health datasets for more concrete analysis.

5.2 Depression Model Errors

We analyze the predictions of our depression models to identify content differences between demographics that are correlated to models errors. Table 2 shows the top 5 topics that are most prevalent on individuals that were wrongly classified by the models on each dataset. Expanding results from Section 5.1, we find that topics that are not representative across demographics e.g. One Direction, are correlated with downstream errors in classification of mental health models. This
suggests that topics that are prevalent of depression subgroups and are not related to depression are misleading the model.

Additionally, the majority of topics most prevalent on model errors (e.g., Justin Bieber, One Direction and People’s Choice) apart from being related to mental health and not representative across demographics, are influenced by temporal phenomena e.g. short term events such People’s Choice Awards, that stem from the time period in which the dataset was collected. Such topics are not generalizable, corroborating evidence from prior work on challenges in model generalizations of temporal themes (Harrigan et al., 2020a).

Further, some topics prevalent on model errors are the effect of dataset balance. For example, the topic AAVE is a Female-PoC labeled topic, but it also is very prevalent on model errors, suggesting that there are very few examples of AAVE in the dataset and the mental health model is oversensitive to this language. On the other hand, the topic beauty, labeled as control, is over-represented in the dataset. This suggest that datasets should be balanced based on demographics, following prior work (Aguirre et al., 2021).

6 Conclusion

We performed a qualitative analysis to find content differences related to mental health across demographic groups. We showed that there are content differences between depression and control subgroups, while most of these differences are due to non-clinical phenomena e.g. temporal topics. Additionally, we find that dataset size might be a factor in these content differences. Furthermore, model error analysis corroborates that temporal topics and demographic-specific topics are correlated with downstream model error.

Our findings support prior work on the importance of methods that seek to generalize temporal topics (Harrigan et al., 2020a). We also find supporting evidence of the importance of dataset size as well as dataset balance in order to generalize to minority groups (Aguirre et al., 2021). Though in our analysis we only consider one mental health disorder (depression), our methodology was able to generalize across two datasets. This suggests that it is a valid method for qualitative analysis on finding content differences in other mental health datasets. Additionally, while we were limited in our demographic labels by current demographic models and dataset sizes, we showed that our approach is valid across two demographic axes and could be expanded to include other demographic axes (such as age and economic status), and include genders and racial/ethnic groups outside of the ones considered in this work. We hope our work warrants further studies of mental health language differences across more diverse demographic groups yielding more inclusive datasets and research.
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A Dataset Demographics

Figure 1: User count by gender and racial/ethnic demographic groups on CLPsych dataset.

Figure 2: User count by gender and racial/ethnic demographic groups on Multitask dataset.
B Partially Labeled LDA

We need a procedure to identify topic distribution differences between demographic groups. Prior work have accomplished this by training an LDA topic model and either using pointwise mutual inference (PMI) (Mueller et al., 2021) or an enrichment metric E (Marlin et al., 2012; Ghassemi et al., 2014) to measure how distinctive a given topic is of a given demographic group.

Instead, we train, on both datasets separately, a Partially Labeled LDA model (Ramage et al., 2011), which incorporates per-label latent topics to an LDA model. Unlike LDA, each document d can only use the topics associated with the set of labels Ld assigned to d, where each label l ∈ Ld is assigned some number of topics K. The model computes the joint likelihood of observed words w, observed labels l and topic assignments z, given available labels Λ, and document-topic α, topic-word η priors from a Dirichlet distribution P(w, l, z|Λ, α, η). We assign both depression and demographic labels to individuals, with K = 5 topics per label and 20 latent topics not associated with any labels for a total of 50 topics. Intuitively, this has the effect of credit attribution – associating words to either depression, demographic groups or latent to dataset topics for each individual.

To measure topic difference between groups (RQ1) we use the enrichment (E) metric from Marlin et al. (2012); Ghassemi et al. (2014):

\[
E(c') = \frac{\sum_i^d \mathbb{1}(c_i = c')y_i \cdot q_{ic}}{\sum_i^d \mathbb{1}(c_i = c')q_{ic}}
\]

To measure error rate (RQ2) we use the topic error rate \( \hat{E} \) metric from Chen et al. (2018):

\[
\hat{E}(c') = \frac{\sum_i^d \mathbb{1}(y_i \neq \hat{y})\mathbb{1}(c_i = c')q_{ic}}{\sum_i^d \mathbb{1}(c_i = c')q_{ic}}
\]

Additionally, in order to preserve topic importance, we take the non-normalized average difference in E between control and depression groups (\( \Delta \)). For each document i, and corresponding label \( y_i \), topic \( c_i \), and topic probability \( q_{ic} \):

\[
\Delta(c') = \frac{1}{n} \sum_i^n \mathbb{1}(y_i = 1)\mathbb{1}(c_i = c')q_{ic} - \mathbb{1}(y_i = 0)\mathbb{1}(c_i = c')q_{ic}
\]

Where negative values are topics most aligned with control group and positive values are aligned with depression. In addition to filtering numeric values, username mentions, retweets and urls, we also filter stopwords, pronouns and emojis to obtain more coherent topics. We excluded topics from our results that did not have any coherent semantic groupings as annotated by one of the authors by looking at top 10 most probable words per topic.

\(^3Model\ implementation\ based\ on\ Tomotopy\ python\ library\ \url{https://bab2min.github.io/tomotopy/v0.10.2/en/} which\ provides\ Gibbs-sampling\ based\ implementations\ of\ multiple\ *LDA\ models.\)
### Table 3: English stopwords from NLTK (Bird et al., 2009)

<table>
<thead>
<tr>
<th>i</th>
<th>me</th>
<th>my</th>
<th>myself</th>
<th>we</th>
<th>our</th>
<th>ours</th>
<th>ourselves</th>
<th>you</th>
<th>you’ve</th>
<th>you’ll</th>
<th>you’d</th>
<th>your</th>
<th>yours</th>
<th>yourself</th>
<th>yourselves</th>
<th>he</th>
<th>him</th>
</tr>
</thead>
<tbody>
<tr>
<td>him</td>
<td>himself</td>
<td>she</td>
<td>she’s</td>
<td>her</td>
<td>hers</td>
<td>herself</td>
<td>it</td>
<td>it’s</td>
<td>its</td>
<td>they</td>
<td>them</td>
<td>their</td>
<td>theirs</td>
<td>themselves</td>
<td>what</td>
<td>which</td>
<td>whom</td>
</tr>
<tr>
<td>that</td>
<td>that’ll</td>
<td>these</td>
<td>those</td>
<td>am</td>
<td>are</td>
<td>was</td>
<td>were</td>
<td>been</td>
<td>being</td>
<td>have</td>
<td>has</td>
<td>had</td>
<td>having</td>
<td>do</td>
<td>does</td>
<td>did</td>
<td></td>
</tr>
<tr>
<td>a</td>
<td>an</td>
<td>the</td>
<td>and</td>
<td>but</td>
<td>if</td>
<td>or</td>
<td>because</td>
<td>as</td>
<td>while</td>
<td>of</td>
<td>at</td>
<td>by</td>
<td>for</td>
<td>with</td>
<td>about</td>
<td>against</td>
<td>between</td>
</tr>
<tr>
<td>through</td>
<td>during</td>
<td>before</td>
<td>after</td>
<td>above</td>
<td>below</td>
<td>to</td>
<td>from</td>
<td>up</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>in</td>
<td>out</td>
<td>on</td>
<td>off</td>
<td>over</td>
<td>under</td>
<td>again</td>
<td>further</td>
<td>then</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>here</td>
<td>there</td>
<td>when</td>
<td>where</td>
<td>why</td>
<td>how</td>
<td>all</td>
<td>any</td>
<td>both</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>few</td>
<td>more</td>
<td>most</td>
<td>other</td>
<td>some</td>
<td>such</td>
<td>no</td>
<td>nor</td>
<td>not</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>own</td>
<td>same</td>
<td>so</td>
<td>than</td>
<td>too</td>
<td>very</td>
<td>s</td>
<td>t</td>
<td>can</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>just</td>
<td>don’t</td>
<td>should</td>
<td>shouldn’t</td>
<td>should’ve</td>
<td>now</td>
<td>d</td>
<td>ll</td>
<td>m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>re</td>
<td>ve</td>
<td>y</td>
<td>ain</td>
<td>aren’t</td>
<td>couldn’t</td>
<td>couldn’t</td>
<td>didn’t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>doesn’t</td>
<td>hadn’t</td>
<td>hasn’t</td>
<td>haven’t</td>
<td>haven</td>
<td>hasn’t</td>
<td>haven’t</td>
<td>isin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ma</td>
<td>mightn’t</td>
<td>mustn’t</td>
<td>needn’t</td>
<td>needn’t</td>
<td>shan’t</td>
<td>shan’t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>shouldn’t</td>
<td>wasn’t</td>
<td>weren’t</td>
<td>weren’t</td>
<td>won’t</td>
<td>wouldn’t</td>
<td>wouldn’t</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4: English pronouns from NLTK (Bird et al., 2009)

<table>
<thead>
<tr>
<th>he</th>
<th>she</th>
<th>they</th>
<th>i</th>
<th>him</th>
<th>her</th>
<th>we</th>
<th>me</th>
<th>it</th>
</tr>
</thead>
<tbody>
<tr>
<td>us</td>
<td>them</td>
<td>myself</td>
<td>ourselves</td>
<td>you</td>
<td>yours</td>
<td>their</td>
<td>its</td>
<td>mine</td>
</tr>
</tbody>
</table>
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## C PLDA Topics

<table>
<thead>
<tr>
<th>label</th>
<th>Topic</th>
<th>words</th>
<th>weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>depression</td>
<td>Mental Health</td>
<td>men mental ppl trans #mentalhealth sex health woman racist depression illness racism rape gender</td>
<td>0.0166</td>
</tr>
<tr>
<td></td>
<td>UK Language</td>
<td>xx lovely bit xxx mum favourite uk mate cos london fits australia brilliant bloody</td>
<td>0.0140</td>
</tr>
<tr>
<td></td>
<td>One Direction</td>
<td>harry lous zyn direction niall liam a structs unfollowers followers them biggest fans l na su se fandom</td>
<td>0.0109</td>
</tr>
<tr>
<td></td>
<td>5 Seconds of Summer</td>
<td>#pro5sos luke #skca michael calum ashton seconds clipped hood summer hemmings #mtvstars #5sosfam</td>
<td>0.0058</td>
</tr>
<tr>
<td></td>
<td>Arabic</td>
<td>lbra entrar cty muc #check v beer #android que e #discovered location nasi #e j eu lyn pra london um com streets</td>
<td>0.0069</td>
</tr>
<tr>
<td></td>
<td>Portuguese</td>
<td>team football fine state season nails posted touch college congrats basketball proud coach</td>
<td>0.0021</td>
</tr>
<tr>
<td></td>
<td>control</td>
<td>fat weight eating line cross die cut body anymore skinny loves kill pain class summer college weekend car homework dad break friday semester dog netflix room hour justin retweet Bieber dm #allnecam tiny tour gain babe meet #mtvstars jacob pls proud</td>
<td>0.0154</td>
</tr>
<tr>
<td>Female White</td>
<td>Body Negative School</td>
<td>#pro5sos luke #skca michael calum ashton seconds clipped hood summer hemmings #mtvstars #5sosfam</td>
<td>0.0108</td>
</tr>
<tr>
<td></td>
<td>Justin Bieber</td>
<td>proud #thewalking dead season episode #supernatural strong dead #love d saved sam</td>
<td>0.0061</td>
</tr>
<tr>
<td>Male White</td>
<td>German</td>
<td>and die und daily der das eyes hazel #supergirl ist nicht es top stories zu</td>
<td>0.0006</td>
</tr>
<tr>
<td></td>
<td>Cities</td>
<td>fals die und daily der das eyes hazel #supergirl ist nicht es top stories zu</td>
<td>0.0003</td>
</tr>
<tr>
<td></td>
<td>Canada/Music</td>
<td>#supernatural strong dead #love d saved sam</td>
<td>0.0008</td>
</tr>
<tr>
<td></td>
<td>Video Games</td>
<td>bbr ap uqerque fpp israel vote u.s. obama #cut #newmexico support war #faceofmlb transport</td>
<td>0.0021</td>
</tr>
<tr>
<td>Male PoC</td>
<td>Social Media</td>
<td>followers #twitter goodmorning fast #team followback retweets mentions #follow2befollowed followed #gamergate # metros #notyourshields http anti-games gg sps bit h jw gamers anti harassment hit wu</td>
<td>0.0010</td>
</tr>
<tr>
<td></td>
<td>Video Games</td>
<td>bro smith ya gott bruh tho vine im team lebron season fam nba its dont</td>
<td>0.0003</td>
</tr>
<tr>
<td>Politics</td>
<td></td>
<td>politics trump president state america obama law country killed news vote gun government american rights</td>
<td>0.0226</td>
</tr>
<tr>
<td></td>
<td>AAVE</td>
<td>niggas gotta yo niggas bout bitches its time to get real af bruh cuz n hoes bro dude</td>
<td>0.0419</td>
</tr>
<tr>
<td>Media</td>
<td></td>
<td>book movie star film story books episode series reading writing art write post blog</td>
<td>0.0232</td>
</tr>
<tr>
<td>Social Events</td>
<td></td>
<td>check party friday album top tickets weekend adam posted tour meet fans congrats vote</td>
<td>0.0382</td>
</tr>
<tr>
<td>Music</td>
<td></td>
<td>#full add in gta games liked beer menu gta stream gg pc se huck glitch #gamergate xd</td>
<td>0.0021</td>
</tr>
<tr>
<td>People</td>
<td></td>
<td>kids child woman mother lady sister season married brother movie dad daughter sex</td>
<td>0.0348</td>
</tr>
<tr>
<td>Spanish</td>
<td></td>
<td>que la el en ex te un mi se lo por los con las para</td>
<td>0.0087</td>
</tr>
<tr>
<td>Relationship</td>
<td></td>
<td>tired text anymore boyfriend care relationship honestly mood kinda forever babe leave sick</td>
<td>0.1121</td>
</tr>
</tbody>
</table>

Table 5: Label, topic title, top words and topic importance of Multitask dataset.
<table>
<thead>
<tr>
<th>label</th>
<th>Topic</th>
<th>words</th>
<th>weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>depression</td>
<td>Mental Health</td>
<td>#mentalhealth mental depression link submitted common health asked anxiety disorder illness</td>
<td>0.0063</td>
</tr>
<tr>
<td>Social Stats</td>
<td>stats loves unfollowers photoset followed happen daily follower unfollower</td>
<td>0.0049</td>
<td></td>
</tr>
<tr>
<td>Pop culture</td>
<td>pls lake michael illy snm hemmings babe ashton penguin zayn pizza clifford calum niall</td>
<td>0.0045</td>
<td></td>
</tr>
<tr>
<td>control</td>
<td>Peoples Choice</td>
<td>katy perry #peoplechoice others skinny share roar filter sticker unlocked glee darren #musicvideo</td>
<td>0.0031</td>
</tr>
<tr>
<td>Beauty</td>
<td>wedding #fashion #cone #nails #me #beauty #hair #beautiful #aurus #instagood</td>
<td>0.0035</td>
<td></td>
</tr>
<tr>
<td>Life</td>
<td>movies virgo college favorite win shopping seeing classes study puppies studying loved</td>
<td>0.0062</td>
<td></td>
</tr>
<tr>
<td>control</td>
<td>Peoples Choice</td>
<td>demi miley austin lovato #peoplechoice vote album tour sign cyrus selena xoxo miley’s</td>
<td>0.0080</td>
</tr>
<tr>
<td>Justin Bieber</td>
<td>bieber #mazing de que #tvstars el la beliebers #tvhottest en justin’s reason #kca foto te</td>
<td>0.0070</td>
<td></td>
</tr>
<tr>
<td>One Direction</td>
<td>direction mall from louis zayn lea #tvhottest fandom lake fans album xx story babe styles</td>
<td>0.0136</td>
<td></td>
</tr>
<tr>
<td>Internet Abv.</td>
<td>illy omfg crying av dm meet retweet bye slik picture quote literally ill cry bby</td>
<td>0.0228</td>
<td></td>
</tr>
<tr>
<td>Female White</td>
<td>AAVE</td>
<td>n**gas smh yo gone somebody everybody mad ima hoes swear nobody af lil yall</td>
<td>0.0190</td>
</tr>
<tr>
<td></td>
<td>Spanish</td>
<td>mi p que de la te tu en r el se lav b h</td>
<td>0.0042</td>
</tr>
<tr>
<td>Male White</td>
<td>Nascar</td>
<td>bob fans mate race #bbq #nascar palace bbq win top racing league grilling fame</td>
<td>0.0037</td>
</tr>
<tr>
<td></td>
<td>Work</td>
<td>ċ dunde salary hiking camping scotland engineer manager angus trail jobs sales</td>
<td>0.0016</td>
</tr>
<tr>
<td>Male PoC</td>
<td>AAVE</td>
<td>niggas bout wit yo smh aint bro gone yu everybody yea lil hoes bitches tryna</td>
<td>0.0045</td>
</tr>
<tr>
<td>Music</td>
<td>outta line #soundcloud #new #tweet feat #tdownload mixtape prod essay fi</td>
<td>0.0037</td>
<td></td>
</tr>
<tr>
<td>latent</td>
<td>Relationships</td>
<td>care anymore hurt smile relationship alone reason enough fall not, want change thinking feelings</td>
<td>0.1058</td>
</tr>
<tr>
<td></td>
<td>AAVE</td>
<td>lmfao fuckin thats ill yo bitches dude lil high bout smoke wtf cuz hit black</td>
<td>0.0422</td>
</tr>
<tr>
<td></td>
<td>Life</td>
<td>awesome needs r friday vote lady w pic chris retweet la halloween h movie lead</td>
<td>0.0229</td>
</tr>
<tr>
<td></td>
<td>Politics</td>
<td>welcome west americas state history star obama bill v national second john question david government</td>
<td>0.0255</td>
</tr>
<tr>
<td></td>
<td>Sports</td>
<td>team season win games football goal fans vs congrats playing run beat final ball fan</td>
<td>0.0287</td>
</tr>
<tr>
<td></td>
<td>Social Stats</td>
<td>followed stats unfollowers bro follower moment question yea hahahaha bus awkward teacher thats la unfollower</td>
<td>0.0287</td>
</tr>
<tr>
<td></td>
<td>Relationships</td>
<td>babe idk ugly in hue boyfriend wif mad bored honestly annoyin w k thk kiss</td>
<td>0.0467</td>
</tr>
</tbody>
</table>

Table 6: Label, topic title, top words and topic importance of CLPsych dataset.
Abstract

A growing amount of psychiatric research incorporates machine learning and natural language processing methods, however findings have yet to be translated into actual clinical decision support systems. Many of these studies are based on relatively small datasets in homogeneous populations, which has the associated risk that the models may not perform adequately on new data in real clinical practice. The nature of serious mental illness is that it is hard to define, hard to capture, and requires frequent monitoring, which leads to imperfect data where attribute and class noise are common. With the goal of an effective AI-mediated clinical decision support system, there must be computational safeguards placed on the models used in order to avoid spurious predictions and thus allow humans to review data in the settings where models are unstable or bound not to generalize. This paper describes two approaches to implementing safeguards: (1) the determination of cases in which models are unstable by means of attribute and class based outlier detection and (2) finding the extent to which models will generalize to unseen data. These safeguards will enable a human-in-the-loop system where humans are required to review data abnormalities.

1 Introduction

Artificial intelligence (AI)-based systems that incorporate language and behavioral data hold promise of increasing sensitivity, equity, and access in the assessment and treatment of mental illness through the use of remote and continuous monitoring via clinical decision support systems. This is due to the fact that the pattern and content of language, as well as additional measures of behavior, such as timing and neuropsychological task scores, provide rich information that can be traced back to an individuals’ overall mental state.

In order to demonstrate clinical translational value there are numerous risks and factors that are necessary to consider. First, it is important to collect data from large samples of the population across differing ages, cultures, genders, clinical conditions, and stages of disorder. Second, it is critical to create models that are explainable, transparent, and generalizable (Chandler et al., 2020b) in order to nurture trust from both patients and clinicians. And finally - the area that this paper will address - it is necessary to add safeguards to models such that they are capable of flagging cases that show attribute noise (i.e., abnormalities in feature values) or class noise (i.e., erroneous or missing class labels), and of determining the extent to which models will generalize to unseen data. These safeguards will enable a human-in-the-loop system where humans are required to review data abnormalities.

AI is used in a wide range of applications within mental health, notably within clinical research settings where data are used to aid in understanding the nature of diagnoses and to improve diagnostic accuracy (for reviews see Shatte et al., 2019; Su et al., 2020; Thieme et al., 2020), as well as in making complex and potentially lifesaving de-
Acoustic measurements of speech have been analyzed in automated applications for detecting Mild Cognitive Impairment and dementia (Roark et al., 2011; König et al., 2015), as well as serious mental illness (Cohen et al., 2019) and depression (McGinnis et al., 2019).

In the domain of techniques that specifically leverage natural language processing (NLP), there are a growing number of reports of using these methods on social media data, notably to data mine publicly shared written reports of mood on platforms such as Twitter and Reddit (Zirikly et al., 2019; Peng et al., 2019; Wu et al., 2012). There is also a growing interest in using such methods on electronic medical records to assist in the extraction of diagnostic information or to enhance understanding of medical conditions (Ryu et al., 2016; Wang et al., 2012; Metzger et al., 2017). A broad range of NLP metrics such as incoherence and tangentiality have been used to automatically assess the clinical state of patients with schizophrenia (Elvevåg et al., 2007) and predict the risk of psychosis onset (Bedi et al., 2015; Rosenstein et al., 2015; Corcoran et al., 2018). Deep language models and NLP feature-based models have also been shown to differentiate the language of healthy controls from those diagnosed with Mild Cognitive Impairment or dementia (Orimaye et al., 2018; Eyigoz et al., 2020).

There is clear evidence that the clinical data used in AI-based research applications hold predictive power in detection and diagnosis, prognosis, support and treatment, and as a second opinion measurement for illness severity, but it is unclear about the degree to which these models will be stable on new data. Many psychiatric studies that harness AI tend to do so on relatively small datasets (i.e., 10-100 participants) in fairly homogeneous populations (e.g., the WEIRD (Western, Educated, Industrialized, Rich, and Democratic) phenomenon - Henrich et al., 2010; and the predominance of male participants in psychiatric research studies - Longenecker et al., 2010). These shortcomings may lead to insufficient accuracy on unseen data retrieved from different experimental settings (e.g., in a lab vs. remote; prompted free speech vs. natural; as a component of a larger testing battery vs. on its own), populations (e.g., southern vs. northern; different English speaking countries; monolingual vs. multilingual participants), and clinical states (e.g., hallucinating vs. not hallucinating). One must keep in mind that in small datasets, spurious features may not be generalizable to a larger population, especially if they are not of any apparent clinical relevance (Chandler et al., 2020b; Whelan and Garavan, 2014). While these research experiments are noteworthy, they must be re-evaluated on larger and more diverse sets of participants to test for robustness and generalizability.

Incorrect or ill-advised decisions and predictions in psychiatry can be dangerous and life altering for patients, and the difficulty in decision making is further confounded by the very short time frame in which changes in mental state occur and the associated clinical decisions must be made. Thus, we must build systems that have the ability to instantaneously flag data abnormalities - both in the research phase and when translated into real clinical use - and pass these cases on for human review. Furthermore, rather than selecting a preferred machine learning model based on metrics such as accuracy, sensitivity, or correlation as is common in AI and NLP applications, we must seek to understand the underlying mechanisms and the context in which they will be used (Ethayarajh and Jurafsky, 2020; Hand, 2006).

Researchers in machine learning have proposed assessing models with stability metrics which define ways to quantify and compare the stability of results rather than simply focusing on the aforementioned metrics (Turney, 1995; Lange et al., 2002). Specifically, Zhu and Wu (2004) differentiated data-based noise and outliers into class noise and attribute noise, and advocated for analyzing their effects on machine learning models separately. Uncertainty estimation, as well as in-and out-of-distribution error detection has been critically important in the use of AI in a wide range of applications such as self driving cars (Mohseni et al., 2020), general medicine (Kompa et al., 2021), education (Foltz et al., 2013), and in many other domains.

In this paper we illustrate an example of NLP and machine learning methods applied to the automated scoring of a story recall task, a core component of psychiatric neuropsychological assessments. We focus on two approaches to safeguarding such a model: 1) the detection of attribute and class noise that can affect the predictions of a model and 2) the evaluation of the extent to which the model may or may not generalize to unseen data. We first applied methods to determine where noise exists with an
outlier detection algorithm and data visualization. For the issue of model generalizability, we studied the effect of dataset size on the results, and we illustrate how such results change as we randomly remove portions of our training data. Additionally, we show the results of this particular story recall model applied to a new collection of data. We advocate that these computational safeguards, which have major implications in regard to their use in human-in-the-loop clinical support systems, must be placed on each machine learning model that is developed to automate or assist in clinical assessments.

2 Experimental overview

2.1 The dMSE

The data in the present work were collected from a mobile phone application (the *delta* Mental Status Examination, henceforth called dMSE) designed to assess patient state via various neuropsychological assessments, with many relying on patient language (Chandler et al., 2020a; Cohen et al., 2019; Holmlund et al., 2019; Holmlund et al., 2020). A total of 12 behavioral assessment tasks were employed to specifically assess the language, cognition, motor skill, and mental state of patients - areas where assessment is critical in those with serious mental illness - and integrated into the dMSE smart device application. The behavioral assessment tasks were similar to standardly employed neuropsychological tests (for an overview of neuropsychological testing, see Lezak et al., 2012), but adapted such that they could be remotely and frequently self-administered with variations of each task presented over time (Chandler et al., 2020a; Holmlund et al., 2019). As an automated measurement tool that can be used remotely, frequently and self-administered, this approach has the potential to enable greater access to mental health services. It permits patients to be monitored longitudinally outside of clinical institutions and can alert clinicians to critical changes in mental states, thereby providing greater availability to assistance, regardless of age, gender, ethnicity, location, or socioeconomic status.

The data comprised N = 25 patients and N = 79 presumed healthy undergraduate students from Louisiana State University who all provided informed written consent. These participants completed N = 118 and N = 226 sessions (i.e., one completion of the full battery of tasks in a single use of the application) with the dMSE, with an average of 4.72 (stdev = 1.14) and 2.90 (stdev = 0.90) per person, respectively. The patients were severely mentally ill outpatients on the psychosis spectrum. Two-thirds of the patients met the criteria for schizophrenia (N = 16), and the remaining met the criteria for major depressive disorder (N = 8) and bipolar disorder (N = 1). This study was approved by the Louisiana State University Institutional Review Board (#3618) and participants provided their informed written consent before participation. The application was designed specifically for use in remote settings, such as rural Louisiana and Northern Norway, where access to in-person clinical support can be quite difficult.

2.2 The story recall regression model

The machine learning model we use to illustrate safeguarding techniques automatically scored a variant of the immediate and delayed Logical Memory story recall task (of the Wechsler Memory test; Wechsler, 1997) that was employed in the dMSE. The story recall task is critical in neuropsychological assessment as memory function is of core interest in the evaluation of many neurodevelopmental, neurodegenerative and neuropsychiatric conditions, as well as in brain injuries (Baddeley and Wilson, 2002). Further, it is of enormous interest in mental illness research because of its value as a critical endophenotype (Cirillo and Seidman, 2003), as well as the fact that the process of recollecting has similarities to what is required by patients when their medical history is taken.

In our version of this task, a participant listens to a short story of on average 74 words (min = 62, max = 87) and then is asked to retell it both immediately and after a delay of 30 minutes in as much detail as possible, thus following the same format as the traditional Wechsler version. Stories were either narrative or instructional. The narrative stories contain two characters, a setting, an action that caused a problem, and a resolution. The instructional passages described how to accomplish some sort of goal, such as how to assemble a skateboard or how to clean a fish bowl. This dMSE story recall task was developed such that there could be many different versions capable of being scored with automated NLP methods (e.g., Chandler et al., 2021, Holmlund et al., 2020) rather than traditional rubric-based methods.

Three trained human raters with clinical experience assigned scores to the recall transcriptions.
based on the quality and amount of details (e.g., characters, events, dates, descriptors, feelings) recalled. The rubric was on a scale from 1 to 6, with 1 indicating no details were recalled, and 6 indicating all major and almost all minor details were recalled. Each participant completed one immediate narrative recall, one immediate instructional recall, and one delayed narrative recall per session. After the removal of responses with no words, the dataset contained \( N = 846 \) samples (\( N = 285 \) immediate narrative, \( N = 285 \) immediate instructional, and \( N = 276 \) delayed narrative).

A ridge regression model was created to predict the rating a trained professional would assign to a story recall. The model was trained on (1) the number of word types (i.e., unique words) in the recall, (2) the number of common word types between the original story and the recall, and (3) the BERTScore (Zhang et al., 2020) between the original story and the retell (the model was created in the same manner as that of Chandler et al., 2019 besides a change in the last feature from the word mover’s distance to BERTScore). BERTScore is a similarity metric that was created to produce a score of how close a machine generated translation is to the gold standard(s) of some piece of text. Specifically, it creates a matrix of BERT (Devlin et al., 2019) cosine distances between words in one text to words in another. Alignment between words in both texts is produced greedily with the maximum cosine distance for each word in one text to another in the reference. All distances are averaged and inverse document frequency weightings are optionally incorporated.

The ridge regression model was trained and tested using 10-fold cross-validation and controlled such that sessions from the same participant did not occur simultaneously in both the train and test sets. The rating prediction model resulted in an average Pearson \( r \) correlation with human ratings of \( r = 0.91 \). These results indicate that we can automatically derive a range of semantic and surface level features from spoken recalls, and that these features can be harnessed to accurately predict the ratings of expert humans.

### Table 1: Hypothetical subset of story recall data showing attribute noise (underlined) and class noise (bold and italicized).

<table>
<thead>
<tr>
<th>Attribute 1: Number word types</th>
<th>Attribute 2: Number common word types</th>
<th>Attribute 3: BERT-Score</th>
<th>Class rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2</td>
<td>0.91</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>‘x’</td>
<td>0.70</td>
<td>1</td>
</tr>
<tr>
<td>36</td>
<td>25</td>
<td>0.93</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>0.71</td>
<td>6</td>
</tr>
</tbody>
</table>

Our first outlier analysis was based on research-stage settings where we have access to both attribute values and class labels. While this exact approach may not always be feasible in the eventual clinical application stage (since there are not always ground truth class labels available), the approach itself can nonetheless be harnessed in

### 3 Effects of attribute and class noise

We begin our analysis of computational safeguards by discussing the determination of attribute and class noise in the context of model stability. Model stability analysis allows us to establish how unusual variations in input data will affect the output of the model. Put simply, we wish to find where in the feature space models may be the most unstable. We illustrate an approach that will allow researchers to detect attribute and class noise in data that could be due to construct-irrelevance or errors in assumptions.

Specifically, attribute noise is where values of individual attributes do not make sense; whether they are erroneous or missing. Class noise is where a label does not make sense given the distribution of the features for other data with the same label; whether it is mislabeled or contradictory. In order to make the notions of attribute noise and class noise concrete, see Table 1 for a hypothetical distribution of the story recall data with an emphasis on what could potentially constitute both types of noise. In this section, we explore instability that could be due to outliers in training data, disagreement between features, or incorrect assumptions of the data.

specifically, attribute noise is where values of individual attributes do not make sense; whether they are erroneous or missing. class noise is where a label does not make sense given the distribution of the features for other data with the same label; whether it is mislabeled or contradictory. in order to make the notions of attribute noise and class noise concrete, see table 1 for a hypothetical distribution of the story recall data with an emphasis on what could potentially constitute both types of noise. in this section, we explore instability that could be due to outliers in training data, disagreement between features, or incorrect assumptions of the data.

Our first outlier analysis was based on research-stage settings where we have access to both attribute values and class labels. While this exact approach may not always be feasible in the eventual clinical application stage (since there are not always ground truth class labels available), the approach itself can nonetheless be harnessed in
the same manner but with the omission of ratings, classes, or labels. Here, we discovered outliers using the Isolation Forest algorithm (Liu et al., 2018). Most outlier detection algorithms first find the normal region of data and subsequently define anything outside of this defined region to be an outlier. The Isolation Forest algorithm, on the other hand, discovers minority data points that have attribute values that differ from those of the usual instances. Specifically, the algorithm isolates examples by selecting an attribute at random and then selecting a random split value between the maximum and minimum values of the selected feature. Anomalous examples will have shorter paths from the root to the leaves in their isolation trees than the normal examples since they need fewer partitions to be isolated. This algorithm is well-suited for high dimensional datasets and has proven to be an effective way of detecting outliers and anomalies (Ding and Fei, 2013). Furthermore, it works especially well for behavioral data as “normal” regions tend to be more variable than in other domains.

The current outlier analysis was specifically based on the number of types (i.e., unique words), the number of common types between the original story and the recall, the BERTScore between the original story and the recall, and the human rating given to the recall. Figure 1 shows the results of applying the Isolation Forest algorithm to the story recall data. It is shown that 18 outliers were detected. Such instances would be flagged for human review, where researchers can determine if attribute or class noise is present and either fix the erroneous values or exclude them from the modeling in the case that the examples are entirely invalid. When the approach is used in clinical settings to flag attribute noise, clinicians can review the raw data and make determinations for themselves rather than relying on a machine prediction.

Out of the 18 examples flagged by the Isolation Forest algorithm, 9 were determined to be invalid responses (i.e., participants stating that they simply do not remember or responses that are insufficient for data analysis) and 9 were valid responses with either sparse amounts of language or large amounts of language but poor performance. The average absolute error on the outliers was 1.34 (stdev = 0.80); the valid response outliers generated a higher absolute error (average = 1.63, stdev = 0.91) than the invalid response outliers (average = 1.05, stdev = 0.63). The performance of the model on outlier data is far lower than the models overall performance.

As the contamination threshold of the Isolation Forest algorithm is increased (i.e., the criteria for an outlier is relaxed), additional responses are chosen that mirror the behavior of these 18. This is a parameter that would need to be tuned such that
all true outliers are detected yet it does not extend into the normal data range. Furthermore, this parameter will need to be learned by investigating the true distribution of these phenomena and will depend on the application. Interestingly, the model performance did not change with the removal of these outliers. As approximately 2% of the data was flagged in this experiment, the model behaved indifferently to their exclusion. The exclusion of extremes (which help the performance of the model) combined with noise (which harm the performance of the model) potentially balanced out the effects of both. This Isolation Forest analysis can be performed on the same data without ratings in the eventual clinical stage to find attribute noise and extremes. We also present an analysis of features alone that can be done in any stage of the modeling process.

A basic noise detection approach that can be used at any stage of the modeling process is to simply find the examples with low attribute agreement (assuming that the attributes are collinear). Figure 2 depicts the distribution of two of the most predictive features of the story recall rating prediction model (the number of common word types and the BERTScore between the original story and the recall). There is a steady agreement between the two features, with some outliers (marked with crosses) outside of the diagonal where the features do not agree. The color of the circles represent how far off the model rating was from the human rating. Two examples with exceptionally high error (~2.5-3.0) are identified in red. The bottom-most red example is a response with a mixture of correct and incorrect (random) details, as well as incoherent language. The top-most red example is a response with a high BERTScore even though only a recitation of the title of the story was spoken. This high disagreement between features in turn uncovered a faulty feature score potentially due to flawed weighting parameters in the BERTScore model. We have shown that examples located off of the diagonal in plots such as these should be passed on for human evaluation as disagreement in two objective collinear attributes of story recall may raise concern.

Finding these outliers is critical because if a model has not been exposed to certain combinations of features or labels in its training set, then we cannot assume that it will produce accurate predictions in such settings. Outliers are important to detect both in the research stage in order to update or exclude certain examples from affecting the model in a negative manner and in the clinical setting so that spurious decisions are not made on abnormal data.

4 Effects of model generalizability

As previously stated, one of the most critical safeguards to spurious AI-based predictions is using large, diverse, and representative data (Cirillo et al., 2020), but this is not always possible. When using human behavioral data in machine learning algorithms, researchers inadvertently make the assumption that there is one canonical representation of specific groups of humans (i.e., those with serious mental illness), but this is simply not true. Those with psychiatric disorders exhibit extremely diverse symptoms and behaviors. Human behavior displays patterns indicative of a chaotic system (Paulus and Braff, 2003; Guess and Sailor, 1993), which holds true for behavior within one person as well as behavior within a group. To approach the topic of generalizable data, we first explored whether choosing different subsets within a training dataset would affect the output of the resulting model and whether there are spurious results when using smaller subsets.

The story recall regression model was trained on N = 846 samples, a large size relative to clinical experiments in the mental health domain. We used stratified sampling to create smaller subsets of the data that retain the proportions of each rating.
and tested how the model behaved on these smaller subsets. Table 2 depicts the changing accuracy of the model and correlations of features to human ratings when these smaller subsets of the data were used for training and testing. We found the average correlation over a 10-fold cross-validation of the sampled subsets controlled such that sessions from the same participant did not occur simultaneously in both the training and testing sets. So as to show the low effect on the randomness involved in sampling smaller subsets, we report these metrics after 10 random re-samplings. It is shown that this regression model is stable when smaller subsets of the training data are used. Had the model shown significant drops in accuracy when restricting the dataset size, it could be concluded that the model was unstable or had overfit the training data.

Since experiments based on subsets of data retrieved from the same experimental population and setting do not necessarily show the true extent of model generalizability, we also performed transfer tests of the story recall model. Specifically, a second dataset was collected from inpatients at a substance abuse program in Louisiana (N = 99), most of whom suffered from co-occurring mood, psychotic, anxiety and personality spectrum disorders, as well as an additional collection from presumed healthy undergraduates at Louisiana State University (N = 124). Together, the inpatients and the presumed healthy undergraduates completed N = 1254 story recalls. A ridge regression model with the same NLP features as previously reported was trained on the initial dataset and tested on the new dataset, as well as vice versa. The first experiment resulted in a Pearson r correlation of 0.86 and the reverse an r of 0.84. Here, we conclude that the story recall regression model will generalize to differing clinical populations as well as illness severities. The same may not hold true for differing cultural populations as language differences may prove to be a confounding variable in transferring such a model. We thus advocate testing models on each new population prior to implementation.

Neuropsychological task scoring is a much more objective application area than other modeling applications in this field in which less is known and gold standard labels are often disagreed upon (e.g., disease detection, mental state tracking, and so on). Thus, generalizability is much more critical to test in these other applications and will potentially not yield such robust conclusions. Nonetheless, the understanding of when a model will yield accurate output and when it will not is an extremely important endeavor. Finding representative data is of the utmost importance in machine learning. In some cases, such as the story recall regression model, it is best to get as much data from as many people as possible. In other cases, especially when dealing with extreme diversity between individuals or subsets of individuals, it may be best to only use data that behaves in a similar fashion to the example currently being tested.

5 Discussion

Mental health is extremely dynamic as it can change on the scale of seconds, minutes, hours, or days, and language offers an objective and potentially unobtrusive way to assay such changes. Mental state in some conditions can change quickly with fatal consequences (e.g., suicide attempts) and more frequent monitoring of language and behavioral data, combined with machine learning methods, has the potential to offer clinicians unprecedented support in tracking patient state. Language can be harnessed for many applications as it offers a quantitative conceptualization of a person’s underlying thought processes and mental health. Tracking such phenomena is extremely important.

<table>
<thead>
<tr>
<th>Percent of data (N)</th>
<th>Average model rating correlation (stdev)</th>
<th>Average BERTScore correlation (stdev)</th>
<th>Average common types correlation (stdev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100% (846)</td>
<td>0.91</td>
<td>0.86</td>
<td>0.82</td>
</tr>
<tr>
<td>75% (634)</td>
<td>0.91 (0.01)</td>
<td>0.86 (0.01)</td>
<td>0.82 (0.01)</td>
</tr>
<tr>
<td>50% (423)</td>
<td>0.90 (0.01)</td>
<td>0.82 (0.01)</td>
<td>0.79 (0.01)</td>
</tr>
<tr>
<td>25% (212)</td>
<td>0.88 (0.02)</td>
<td>0.81 (0.03)</td>
<td>0.79 (0.02)</td>
</tr>
</tbody>
</table>

Table 2: The change in the average and standard deviation (stdev) of the correlations between (1) the human rating and the model rating, (2) the human rating and BERTScore, and (3) the human rating and common word types as smaller subsets of the data are randomly chosen in a stratified manner for training and testing. The first column displays the percent of data and the number of data points used in each data reduction setting.
yet increasingly complex, and as such there is a need for greater reliance on model outputs in this field.

In experiments involving NLP methods, it is common to deal with high dimensionality from features like word embeddings, parser outputs, and so on, which makes interpretation and understanding of models difficult. Features often go beyond normal distributions and as such there tends to be high variability in data distributions. Thus, it is especially important to create methods and tools that allow us to better understand the feature space and determine whether attributes or classes may violate assumptions.

An eventual goal of this line of work is to have a human-in-the-loop system where models analyze streams of high dimensional patient data and produce predictions of mental state and well-being. In the research stage of this implementation, real data must be analyzed to determine what normal distributions of attributes and classes appear to be. Aberrant instances of patient data can be flagged and reviewed by researchers to either update or exclude from models. Researchers must also test their models’ generalizability by collecting additional samples or performing validation techniques to verify performance on unseen data. This process will allow for models to be based on the most accurate and representative data.

In the eventual clinical decision support system implementation, models must be realized such that attribute outliers are not predicted on, but rather the raw data is passed to a clinician to make a judgment. If the outlier is due to faulty feature values, clinicians can update these values or they can create their own labels and update the system such that future similar cases would not necessarily need to be verified by a human. In such a situation, there is a “best of both worlds” where models can execute the tasks that they are best at (high dimensional data analysis) and humans can execute the tasks that they are best at (handling anomalies and interpreting patient data).

For NLP and machine learning methods to be adopted in current research experiments as well as in eventual clinical practice, they require critical peer evaluation. What is needed is transparency in terms of data collection, validation, reproducibility, and clinical agreement in the association of language features to underlying illness. This paper showcases how essential it is that clinicians are involved in all stages of development. As such, it is a large step towards bringing more ethics and transparency into AI-based studies in mental health. Ethics review boards must demand this type of transparency and fairness in the creation of models so that systems that harness machine learning can be implemented in real clinical practice with low risk. Some discussion of this path forward has been brought to light by Friesen et al. (2021) who reported on IRBs as a means of ethics oversight in health research that harnesses AI.

6 Conclusion

This paper illustrates the importance of understanding the assumptions and distributions that underlie training data and the algorithms used, as well as the need to flag data that have characteristics that violate these assumptions. Not only is this knowledge important, but so too is having the tools to do this. We found model instabilities in a story recall regression model with the use of outlier detection algorithms and error analyses with respect to varying input. We advocate that approaches such as these be incorporated into machine learning and NLP-based clinical research and implementation. With the complexities inherent to models based on many features, high numbers of parameters, highly variable human behavioral data, and extremely high (and potentially fatal) stakes for mistakes, it is critical to establish methods beyond model designer intuition in assuring robustness and that predictions cannot be made on out of range data or data that lies in areas of instability. It should now be obvious that high predictive power on a relatively small dataset does not entail clinical relevance or generalizability, and that it is essential to use larger data sets, have more data collection outside of controlled settings, incorporate modeling safeguards, and use human-in-the-loop methodologies at all steps of the process.
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Abstract

Psychological and physiological stress in the environment can induce a different stress response in different individuals. Given the causal relationship between stress, mental health, and psychopathologies, as well as its impact on individuals’ executive functioning and performance, identifying the extent of stress response in individuals can be useful for providing targeted support to those who are in need. In this paper, we identify and validate features in speech that can be used as indicators of stress response in individuals to develop speech-based measures of stress response. We evaluate effectiveness of two types of tasks used for collecting speech samples in developing stress response measures, namely Read Speech Task and Open-Ended Question Task. Participants completed these tasks, along with the verbal fluency task (an established measure of executive functioning) before and after clinically validated stress induction to see if the changes in the speech-based features are associated with the stress-induced decline in executive functioning. Further, we supplement our analyses with an extensive, external assessment of the individuals’ stress tolerance in the real life to validate the usefulness of the speech-based measures in predicting meaningful outcomes outside of the experimental setting.

1 Introduction

Various psychological and physiological stress conditions, e.g., an approaching deadline, an interview not going well, a combat situation, or extreme temperatures, can have an impact on an individual due to various (maladaptive) physiological and mental processes (Yaribeygi et al., 2017; Sapolsky, 1996). Long-term exposure to stress can play a significant role in the formation and exacerbation of mental disorders, such as anxiety disorders, depression, and schizophrenia (Gomes and Grace, 2017; Yang et al., 2015; Tafet and Nemeroff, 2015; Esch et al., 2002). Stress in one’s environment may result in a relatively immediate (whether short-term or long-lasting) effect on performance. For example, a condescending interviewer may lead an interviewee to not be able to respond at all or a sudden combat situation may lead an individual to make more errors. However, different individuals respond differently to the same stress conditions depending on their mental and physiological constitution, experiences, training and preparedness, among other factors. Identifying the degree of stress response in individuals would be helpful in reducing stress’ impact on their health and performance both at the individual and at the community level. For example, an automatic measure of stress response can be used by an individual for self monitoring and deciding to use a management strategy of daily stress reduction exercises when needed. Similarly, community members can be supported through targeted allocation of mental health resources. An automatic measure of stress response can provide additional information about individuals’ response to stress to the clinicians treating them so that appropriate and timely therapeutic support can be provided.

Previously, self-report inventories of stressors and their symptoms have been used to measure individuals’ stress response (e.g., Bland et al., 2012; Tatar et al., 2018; Rushall, 1990). However, these inventories are limited in their scope (e.g., sports, school) and utilities. Further, self-report inventories have inherent problems. For example, individuals may not be fully aware of the effect stressors have on them, or they may not answer questions truthfully. Therefore, development of more objective yet accessible measures of stress response are needed.

An extensive body of research has shown the impact of stress on speech, e.g., Jackson et al. (2016); Jena and Singh (2016); Schuller et al. (2014); Giddens et al. (2013); Lierde et al. (2009); He et al. (2008); Dietrich et al. (2008); Hansen and Patil...
(2007); Fernandez and Picard (2003); Brenner and Shipp (1988); Brenner et al. (1983) have associated certain changes in speech with exposure to stress. For example, Brenner and Shipp (1988) reported an increase in fundamental frequency, amplitude and speech rate in extreme levels of stress. They also reported changes in the energy distribution, frequency jitter and amplitude shimmer in stressed speech. Features, such as Mel-frequency Cepstrum Coefficients, have been found to be affected by emotional states including anxiety/stress to be useful for identifying or classifying these emotional states, e.g., see Vaikole et al. (2020); Dhole and Kale (2020); Tomba et al. (2018); Hansen and Patil (2007). The primary goal of the current project is to extend this work by identifying and validating a set of speech-based features that can be used as individual difference measures of stress response.

To achieve this goal, we use two continuous speech sample collection methods, namely a Read Speech Task and an Open-ended Question Task. Read speech provides much cleaner data than spontaneous speech and hence can be very useful for modeling speech related phenomena. It has been extensively used in speech processing studies, for example, see Pernkopf et al. (2009); Nakamura et al. (2008); Pruthi and Espy-Wilson (2007, 2004); Garofolo et al. (1993). Open-ended Question Task, on the other hand, provides more naturalistic data, which can complement the information available in read speech. The notion that they may provide different types of information is confirmed by works such as Schuppler (2017) which discussed the need for developing methods for different speaking styles instead of just focusing on read speech.

For the purpose of developing measures for stress response, we consider stress response and stress tolerance to be two facets of the same phenomenon, where stress response refers to how an individual responds to or is affected by stress, whereas stress tolerance refers to how tolerant an individual is to stress (i.e., how well they can still perform tasks under stress). We focus on investigating speech and identifying relevant acoustic features to develop a speech-based measure of stress response. We expect such a measure to also be informative about an individual’s stress tolerance. To this end, we establish the relationship of speech features with a complex, ecologically valid stress tolerance measure based on trained judges’ stress tolerance assessment of individuals as described in Section 2.3.

The rest of the paper is organized as follows: In Section 2, we describe our data and data collection procedures. In Section 3, we discuss our methodology to extract acoustic features from the speech produced by individuals in stress conditions and to prepare the performance assessment measures for evaluating the usefulness of the extracted features. In Section 4, we present our findings based on the analysis of extracted features from speech in terms of their relationship with stress conditions as well as with cognitive performance and real-life stress tolerance measures. In Section 5, we discuss our results and implications for development of speech-based measures for stress response in individuals. In addition to the features identified by our investigation to be informative of an individual’s stress response, we also provide recommendations with respect to the types of tasks used to collect speech samples to extract these features. In Section 6, we conclude and briefly discuss future work. This is followed by Section 7 where we discuss a few use cases and ethical considerations for this work.

2 Data

The data used for our investigation were collected from 13 male participants. They were recruited from among the candidates going through a week-long selection assessment process at a US military unit who had provided consent prior to the selection week and remained on-site until the end of the selection week. They were provided a description of the study before obtaining their consent. The data collection was conducted the day after the selection week was over. All protocols for data collection were approved by the Institutional Review Board at the appropriate branch of the US military (where data had to be collected) as well as the Institutional Review Board at the Florida Institute for Human and Machine Cognition (where the research activity had to take place) prior to data collection.

Two types of data were collected: speech samples and selection assessment data. The speech samples were recorded in a lab setting in two stress conditions, namely Neutral and Stress. Section 2.1 provides details about stress induction and Section 2.2 provides more details about speech data collection. In addition to the speech samples, participants’ scores that were assigned during the selection week by trained and experienced US mil-
itary assessment personnel were obtained to augment our analyses. More details about the selection assessment data are provided in Section 2.3.

2.1 Stress Induction

In order to collect speech samples from participants in the two stress conditions, Neutral and Stress, a version of the Maastricht Acute Stress Test (MAST) (Smeets et al., 2012) was used for stress induction. MAST is a clinically certified stress induction which reliably elicits glucocortical stress response that could be measured through an increase in established biomarkers of stress, such as alpha-amylase and cortisol, see Figure 1. MAST combines two established methods of stress induction: social stress through the Trier Social Stress Test and physiological stress through the Cold Pressor Test. In our version, participants were instructed to sit in front of a video recorder and look straight at it because their facial expression would be analyzed later. Then, they completed several rounds of hand immersion trials (HITs) and Mental Arithmetic (MA) trials. In the HITs, they were asked to submerge their hand for a set duration (see Figure 2) in a container filled with ice water which was kept at 4°C. In the MA trials, they were asked to count backwards by 17 starting from 2043, and whenever they made a mistake or took more than three seconds to say the next number, the experimenter gave them negative feedback and asked them to start over. The participants also performed a Verbal Fluency Task (see Section 2.2) during stress induction. Figure 2 shows the task sequence during stress induction.

2.2 Speech Data

Speech samples were collected from the participants through three tasks: Read Speech Task, Open-ended Question Task and Verbal Fluency Task. Participants completed these tasks under both the Neutral condition and the Stress condition. Read Speech Task and Open-ended Question Task were used to extract acoustic features from the two types of continuous speech samples, the read speech samples and the naturalistic speech samples respectively. Verbal Fluency Task, on the other hand, was used as an assessment for cognitive performance under the two stress conditions.

Read Speech Task. Participants read out loud a 243 words passage about the psychological construct ‘grit’ in both stress conditions. The passage was borrowed from an online blog on grit (Doyle, 2020). It was modified to include all phonemes in American English to enable a rich set of analyses (including at the phonemic level).

Open-Ended Question Task. Participants were asked to speak for two minutes in response to four open-ended questions each to obtain their naturalistic speech samples in the two stress conditions. The questions focused on stimulation seeking and suppression of emotions in the Neutral condition and on response to distress and reappraisal of negative emotions in the Stress condition. The topics of these questions were derived from two well-established works regarding stress response, namely defensive reactivity (Kramer et al., 2012) and emotion regulation (Gross, 2014). Specifically, these questions sought information from participants about how they reacted to stressful situations, e.g., “Recall and describe the most recent event in which you were stressed about something. How quickly/slowly did you recover from it?”.

Verbal Fluency Task. Verbal Fluency Task, a well-established measure of executive functioning (Shao et al., 2014), was used to assess participants’ cognitive performance in the Neutral and Stress conditions. Participants were asked to say out loud as many words as they could remember in 1 minute that belonged to a given category. ‘Body parts’, ‘fruits’, ‘words starting with A’, and ‘words starting with F’ were used in the Neutral condition and ‘animals’ and ‘words starting with C’ were used in the Stress condition.

https://www.aceable.com/blog/aceable-essay-on-grit/
2.3 Selection Assessment Data

In addition to the participants’ responses to Verbal Fluency Task used for assessing their cognitive performance, we also obtained selection assessment data from the host military organization. Specifically, these data were scores assigned by trained assessment personnel based on their observations of attributes demonstrated by the participants in a given task, such as teamwork, leadership, and stress tolerance. The data consisted of 61 scores from 17 tasks performed by the participants during the week-long selection assessment.

3 Methodology

3.1 Feature Extraction from Speech Samples

In order to identify indicators of stress response in the speech signal, we extracted a number of acoustic features from the speech samples collected from the participants under the two stress conditions. We used Librosa (McFee et al., 2020, 2015), a Python library for audio and music analysis, to extract the acoustic features from the speech samples. Both time domain and frequency domain features were extracted. The time domain features included Amplitude Envelope, Root Mean Square Energy and Zero Crossing Rate. The frequency domain features included Magnitude Spectrum, Short-time Fourier transform Spectrum, and 13 Mel-frequency Cepstrum Coefficients (MFCCs) as well as their first and second derivatives. Many of these time domain and frequency domain features have been found to be affected by stress (Hansen and Patil, 2007; Fernandez and Picard, 2003). Features were extracted from speech using overlapping frames with frame size of 1024 and hop size of 512 waveform samples. The mean of the feature values extracted for each frame in a speech sample was used as the extracted feature from the speech sample for the analyses discussed in Section 4. Additionally, duration of the signal was also taken as a feature from Read Speech Task because the rate of speech has previously been found to be affected by stress (Wikibooks, 2018; Brenner and Shipp, 1988; Brenner et al., 1983). Thus, a total of 45 features from Read Speech Task and 44 features from Open-ended Question Task were extracted from the speech samples of participants corresponding to each of the stress conditions.

3.2 Performance Score Based on Verbal Fluency Task

The speech data collected from Verbal Fluency Task were transcribed using speech_recognition, a Python client for the Google Speech-to-Text API (Google, 2019). The generated transcriptions were manually checked for any errors by one of the authors of this paper. Although the transcription had a high accuracy (>90%), manual checking of errors and manual counting of the total number of words recalled by participants in the transcriptions was necessary because the transcription often recognized two components of a multiword item as two words (e.g., ‘dragon’ and ‘fruits’ for ‘dragon fruits’, ‘polar’ and ‘bear’ for ‘polar bear’). The transcriptions were then used to compute the performance metric ‘Word Recall’, the total number of words recalled by the participant in one minute. Given the different base rates for different categories (i.e., the semantic categories of ‘body parts’, ‘fruits’ and ‘animals’, and the phonetic categories of ‘words starting with A’, ‘words starting with F’ and ‘words starting with C’), we first normalized (Z-score) the performance metric ‘Word Recall’ for each of the categories. We, then, computed the mean of the normalized word recall for the four Neutral categories (viz. ‘body parts’, ‘fruits’, ‘words starting with A’, ‘words starting with F’ and ‘words starting with C’) and for the two Stress categories (viz. ‘animals’ and ‘words starting with C’), and subtracted the resulting score in the Neutral condition from the score in the Stress condition for each participant. Thus obtained score represented the change in cognitive performance due to stress (in SD) relative to other participants.

Inspired by the relevance of the error rates in mental health contexts, since speech-to-text systems’ performance may also decline as the speech is affected under stress, in our future investigations, we may examine the error rate also as a feature for an individual’s stress response.
3.3 Stress Tolerance Score Based on Selection Assessment Data

Of the 61 selection assessment scores assigned by the host agency’s experienced personnel based on participant attributes demonstrated in 17 tasks performed during selection week (see Section 2.3), seven were on stress tolerance. Given that these scores came from a diverse set of tasks (e.g., a team building exercise) we computed a correlation (Pearson’s Correlation) among all of them to see if these scores converged to measure the same construct (i.e., stress tolerance). These seven stress tolerance scores showed reasonable convergence, \( r(7) = .41 \). Thus, an average of these stress tolerance scores was taken as a complex, ecologically valid measure of the participants’ stress tolerance.

4 Analysis and Findings

One can expect that the features in speech indicative of an individual’s stress response can also be taken to indicate that the corresponding speech was produced in a Stress condition. Hence, one strategy to identify potentially relevant features associated with stress response from among the 45 extracted features (44 in case of Open-ended Question Task) is to find the ones that can distinguish between the Neutral and the Stress conditions. Hence, we performed a paired sample t-test on our data where the extracted features in the two stress conditions were taken as the two sets of observations pre- and post- stress induction.\(^3\) We found that a number of speech features, extracted from Read Speech Task and Open-ended Question Task, showed statistically significant difference between the means in the observations corresponding to the two stress conditions, as shown in Table 1.

We found that duration and a time domain feature Zero Crossing Rate extracted from Read Speech Task showed significant difference between the two stress conditions with \( p < .005 \).\(^4\) The rest of the features that showed significant difference with varying \( p \)-values (\( p < .01 \) or \( p < .05 \)) were all associated with the frequency domain features MFCCs or their derivatives.

<table>
<thead>
<tr>
<th>Read Speech</th>
<th>Open-ended Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration***</td>
<td>-</td>
</tr>
<tr>
<td>Zero Crossing Rate***</td>
<td>Zero Crossing Rate*</td>
</tr>
<tr>
<td>MFCC2**</td>
<td>MFCC2***</td>
</tr>
<tr>
<td>Delta MFCC4*</td>
<td>-</td>
</tr>
<tr>
<td>Delta Delta MFCC4*</td>
<td>-</td>
</tr>
<tr>
<td>-</td>
<td>Delta Delta MFCC12*</td>
</tr>
<tr>
<td>-</td>
<td>Delta Delta MFCC11*</td>
</tr>
<tr>
<td>-</td>
<td>Delta Delta MFCC2*</td>
</tr>
<tr>
<td>-</td>
<td>Delta Delta MFCC10*</td>
</tr>
</tbody>
</table>

Table 1: Speech features that show statistically significant difference between the Neutral and Stress conditions for the two speech tasks, Read Speech Task and Open-ended Question Task. *** indicates \( p < .005 \), ** indicates \( p < .01 \), * indicates \( p < .05 \)

Some features showed significant difference when extracted from either of the two speech tasks. For example, the time domain feature Zero Crossing Rate showed significant difference when extracted from the Open-ended Question Task speech samples as well, although with comparatively less significance than when extracted from the Read Speech Task speech samples. In contrast, the frequency domain feature MFCC2 showed more significance when extracted from the Open-ended Question Task samples than when extracted from the Read Speech Task samples.

The frequency domain features Delta MFCC4 (first derivative of MFCC4) and Delta Delta MFCC4 (second derivative of MFCC4) showed significant difference between the means for observations in the two stress conditions when they were extracted from Read Speech Task, but not when they were extracted from Open-ended Question Task. Similarly, second derivatives of MFCC12, MFCC11, MFCC2 and MFCC10 showed significant difference in the two stress conditions when they were extracted from Open-ended Question Task but not when they were extracted from Read Speech Task.

While more features extracted from the speech samples collected for Open-ended Question Task showed significant difference in the means between the two stress conditions, the features extracted from the Read Speech Task speech samples showed a higher significant difference between the two conditions, in general.

We then correlated the extracted features with Verbal Fluency Task-based scores representing the change in cognitive performance due to stress to...
provide a measurement of stress response in participants (performance score), as described in Section 3.2. Similarly, we correlated these acoustic features with the selection assessment-based scores that provided a measurement of stress tolerance in participants (stress tolerance score), as described in Section 2.3. Table 2 presents the correlations (Pearson’s Correlation Coefficients) of the acoustic features with the performance score (left) and the stress tolerance score (right) for the two speech tasks. We explored these correlations to test two hypotheses as follows. First, some of the acoustic features show significant correlations with stress response/stress tolerance. Second, these features overlap with features identified to be differential between the two stress conditions based on inferential statistics (e.g., the paired sample t-test above).

In regards to the hypothesis about the relationship between acoustic features and performance scores/stress tolerance scores, we found that there were a number of acoustic features in both speech tasks that showed high to moderate correlations with performance scores as well as with stress tolerance scores as shown in Table 2. Many of these were found to be highly significant with p-values < .005 as in the case of acoustic feature Delta Delta MFCC7 for correlations with performance scores for Open-ended Question Task, and acoustic features magnitude spectrum for correlations with stress tolerance scores for Read Speech Task and MFCC11 for correlations with stress tolerance scores for Open-ended Question Task. Additionally, there were other features with which also correlations were significant with p-values of < .01 or < .05. For example, Delta Delta MFCC1 showed strong correlations with performance scores for Open-ended Question Task with p-values < .01. Similarly, the duration feature, representing rate of speech, was found to be moderately correlated with performance scores for Read Speech Task with p-values < .05. Delta Delta MFCC13 was moderately correlated with stress tolerance in Read Speech Task with p-values < .05, and so were features MFCC1, MFCC8 and MFCC9 in Open-ended Question Task. The full set of correlations corresponding to all extracted features are provided in Appendix A.

In regards to the second hypothesis about the highly differential features for stress conditions to also be correlated with the performance and the stress tolerance scores, we found that there is some overlap between the two sets of features. However, not all features that significantly distinguished the stress conditions were also strongly/moderately correlated with the performance and the stress tolerance scores for the two speech tasks. Duration extracted from Read Speech Task was found to be significantly differential for stress conditions and it showed moderate correlation with the performance score in Read Speech Task which was also significant. However, it was not found to be correlated with stress tolerance (with \( r(13) = .184 \) for Read Speech Task and \(.313 \) for Open-ended Question Task). Zero Crossing Rate, on the other hand, was found to be significantly differential for the stress conditions for both Read Speech Task and Open-ended Question Task, but it did not show significant correlations with the performance and the stress tolerance scores for either of the tasks. Similarly, MFCC2, while significantly differential for stress conditions for both the tasks, showed low correlations with the performance and the stress tolerance scores. Delta MFCC4 and Delta Delta MFCC4 were significantly differential for Read Speech Task but showed low correlations with both the scores for both the tasks. Delta Delta MFCC12, Delta Delta MFCC11, Delta Delta MFCC2 and Delta Delta MFCC10 were significantly differential for Open-ended Question Task, but showed low correlations with both the scores for both the tasks.

While exploring the above two hypotheses, we found a subset of acoustic features (e.g., duration, magnitude spectrum, some of the MFCCs or their derivatives) that showed strong to moderate correlations with the performance score (stress response) or the stress tolerance score, answering our first question setforth in Section 1. Next, we explored the effectiveness of speech tasks in indicating an individual’s stress response to answer the second question setforth in Section 1.

Based on the correlations in Table 2, we found that Open-ended Question Task resulted in more acoustic features than Read Speech Task that showed strong correlations with performance scores (Delta Delta MFCC7 and Delta Delta MFCC1) as well as stress tolerance scores (MFCC11, MFCC1, MFCC8 and MFCC9) that were significant. However, in Read Speech Task also, we found a few acoustic features that were not identified by Open-ended Question Task but still showed strong correlations with the stress tolerance scores (magnitude spectrum and Delta Delta
Table 2: Moderate to high correlations (> .5) between the difference scores (Stress - Neutral) from among the 45 features extracted from Read Speech Task (RST) and from Open-ended Question Task (OQT) and the stress-induced change in Verbal Fluency Task performance (left) and the stress tolerance score from the selection assessment data (right). The duration feature was dropped for OQT since the task duration itself was set to two minutes. *** indicates $p < .005$, ** indicates $p < .01$, * indicates $p < .05$.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Performance Score</th>
<th>Stress Tolerance Score</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Duration related features:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration (Speech Rate)</td>
<td>-.628*</td>
<td></td>
</tr>
<tr>
<td><strong>Time domain features:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zero Crossing Rate</td>
<td>.546</td>
<td></td>
</tr>
<tr>
<td><strong>Frequency domain features:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnitude Spectrum</td>
<td>-.753***</td>
<td></td>
</tr>
<tr>
<td>Short-time Fourier Transform Spectrum</td>
<td>-.502</td>
<td>.515</td>
</tr>
<tr>
<td>MFCC1</td>
<td></td>
<td>.617*</td>
</tr>
<tr>
<td>MFCC7</td>
<td>.524</td>
<td></td>
</tr>
<tr>
<td>MFCC8</td>
<td></td>
<td>-.583*</td>
</tr>
<tr>
<td>MFCC9</td>
<td></td>
<td>-.554*</td>
</tr>
<tr>
<td>MFCC11</td>
<td>.516</td>
<td>-.735***</td>
</tr>
<tr>
<td>Delta Delta MFCC1</td>
<td>-.710**</td>
<td></td>
</tr>
<tr>
<td>Delta Delta MFCC7</td>
<td>.759***</td>
<td></td>
</tr>
<tr>
<td>Delta Delta MFCC8</td>
<td>.519</td>
<td></td>
</tr>
<tr>
<td>Delta Delta MFCC10</td>
<td></td>
<td>.534</td>
</tr>
<tr>
<td>Delta Delta MFCC13</td>
<td></td>
<td>.589*</td>
</tr>
</tbody>
</table>

MFCC13) that were significant. Other features were also identified in these tasks that showed moderate correlations with the performance scores (e.g., Zero Crossing Rate and Short-time Fourier Transform spectrum in Read Speech Task, and duration, MFCC7, Delta Delta MFCC8 and MFCC11 in Open-ended Question Task) as well as with the stress tolerance scores (e.g., Delta Delta MFCC10 and Short-time Fourier Transform Spectrum in Open-ended Question Task) but they were not found to be significant. Thus, we found that the two tasks provided complementary information in terms of features that were strongly correlated with stress response/stress tolerance with significance.

5 Towards Building a Speech-Based Measure of Stress Response/Tolerance

In Section 4, we identified a number of acoustic features that strongly/moderately correlated with Verbal Fluency Task-based performance scores and external assessment-based stress tolerance scores. We found that duration (speech rate) and frequency domain features, such as magnitude spectrum and some of the MFCCs or their derivatives, showed strong to moderate correlations with stress response/stress tolerance that were significant. Time domain features, on the other hand, did not show significant correlations with either stress response or stress tolerance. Although this finding needs to be confirmed with larger data, this may be taken to indicate the effectiveness of duration and frequency domain features over time domain features in a speech-based measure for stress response/tolerance. It should be noted that some of these duration and frequency domain features, e.g., speech rate, MFCCs and their derivatives have also been found to be indicative of stress in prior works on stress detection from the speech signal, e.g., Vaikole et al. (2020); Dhole and Kale (2020); Tomba et al. (2018); Brenner and Shipp (1988), to name a few. Also, opportunities to validate stress response or any predictive features against rich, ecologically valid datasets like the Selection Assessment Data used in our experiments are rare, and it is encouraging to see significant correlations between some of these features and the stress tolerance score based on the Selection Assessment Data (Table 2).

We compared the two speech collection tasks, Read Speech Task and Open-ended Question Task, for their effectiveness in providing useful informa-
tion in speech features for stress response/tolerance. The findings showed that these two tasks provided complementary information in that a different set of features correlated with stress response/tolerance when samples were collected through the two tasks. This makes sense given the fact that Read Speech Task provides cleaner speech samples whereas Open-ended Question Task provides more naturalistic speech. This suggests that a speech-based measure for stress response/tolerance would benefit from using both these tasks for data collection. However, if only one task needs to be used in order to minimize time, effort, and other resources expended in data collection, Open-ended Question Task should be used since Open-ended Question Task samples led to a larger number of correlated acoustic features which showed strong correlations with high significance values.

Another finding from Section 4 was that the features helpful in distinguishing between the stress conditions may not necessarily be the features that indicate stress response/tolerance. This may reflect that certain aspects of an individual’s speech, while being affected by environmental stressors, may not involve the same mechanism as performance decline. However, there may be other aspects of speech that are involved in this way and hence correlated with stress response/tolerance. This may suggest that all speech features are not equal when identifying their relationship with stress response (performance decline) or stress tolerance. Environmental stress’ effect on an individual’s speech does not imply an effect on their cognitive performance to the same extent or in the same way. This finding supports a recommendation that while speech features employed for stress detection can be potential candidates for stress response/tolerance prediction, they do not provide an exhaustive set of features useful for such predictions and hence further features should be explored while developing measures for stress response/tolerance.

The flipside of the above finding is that a number of features that did not show significant difference between the Neutral and Stress conditions nevertheless showed a good correlation with the stress-induced change in executive functioning (i.e., Verbal Fluency Task) and with the external assessment of stress tolerance. To provide further support for the recommendation made above, this finding may suggest that subtle differences that do not reach significance in distinguishing between the Neutral and Stress conditions may still be useful as an indicator for stress response. Alternatively, this mismatch between the features that appear more frequently in the stress conditions and the features that predict stress response/tolerance elsewhere could be due to the difference in the type of stress between our stress induction method and the stress experienced by the participants during the selection week (for the Selection Assessment Data) or the small sample size. Hence, for development of a reliable speech-based measure for stress response/tolerance, further exploration would be useful to test the mismatch hypothesis above, and with larger datasets.

6 Conclusion and Future Work

The main contribution of this paper is to present a proof of concept identifying potential language markers for stress response which we plan to extend and refine in the future with more focused and larger trials. Specifically, we have explored the usefulness of specific acoustic features extracted from speech produced in two stress conditions for their relationship with stress response and stress tolerance. We identified duration and a number of frequency domain features that are significantly correlated with stress response or tolerance. In the future, we plan to extract further acoustic features to test a more extensive list of features as potential candidates for involvement in the development of the speech-based measure.

We also tested the effectiveness of two continuous speech sample collection tasks, Read Speech Task and Open-ended Question Task, in developing speech-based measures for stress response and tolerance. We found that both tasks provided complementary information in the speech features and hence it can be beneficial to use both these tasks for data collection. However, if one of the tasks needs to be selected, Open-ended Question Task would provide more information that has consequences for stress response/tolerance.

Since this study involved only 13 participants, in order to confirm the current results and develop a more reliable and robust measure of stress response/tolerance, we plan to extend it further by increasing the sample size. The participants in the current study belong to a very particular population, young males aspiring to serve in a military unit. One can reasonably assume that this special population tends to have high stress tolerance. Testing
general population with the current experimental design might reveal greater range of stress response scores. Hence, training on the general population may lead to greater predictive validity.

Additionally, in this study, we focused on correlations as a measure of the relationship between extracted acoustic features and stress response/tolerance. In our future work, we plan to use the identified acoustic features to develop and train machine learning models to predict the stress response/tolerance scores. Additionally, Open-ended Question Task’s capability of extracting semantics-based features, such as sentiment and topic, will also be used to develop robust models for stress response and stress tolerance predictions.

7 Possible Use Cases and Ethical Considerations

The set of features identified in the current paper has a few possible use cases. First, as stress plays a central role in the development of psychopathology, it is possible that those who show greater response to stress are more likely to develop psychopathology. An assessment based on these features may be used to identify those who are at a greater risk to develop psychopathology later in life. These features could be used to build a real-time sensor to detect signs of stress response. Such a sensor could automatically identify when people are experiencing a heightened sense of stress and help appropriate parties to reach out for mitigation.

Privacy. Building such real-time sensors that can detect stress or stress response in individuals based on the speech/language they produce, however, calls for ethical considerations. For example, as the smart home assistance devices (Amazon’s Alexa or Google home) become increasingly common in households, the companies that operate the devices can easily collect the speech data and detect stress. This information could be used for commercial and other purposes (e.g., showing an advertisement for vacation or spa upon detecting stress) without users’ consent. In general, the previous discussions of privacy concerns regarding speech data have focused on the identifying information in the speech signal and the semantic content of the speech. The possible use case of the current study could result in information about one’s emotional state also to be collected by third parties without consent.

To mitigate some of these undesired consequences, free public programs could be planned that educate users of technology what capabilities modern technologies have, how they can be used both for the good and for sabotage depending on who controls it, what privacy preferences are available to the users and how they can choose these preferences in a more informed manner to be able to benefit from the capabilities without being sabotaged. Developers of such technologies also have a responsibility to ensure easy access and ease of selection of preferences related to users’ privacy.

Equality. In order to develop a fully automated measure for stress response expanding on the approach illustrated in this paper, one needs to rely on the speech-to-text systems’ output to compute an individual’s performance score. However, automatic speech recognition systems may perform differently for different social groups (Koenecke et al., 2020) or populations with different mental health conditions (Miner et al., 2020), for example. Hence, an automatic measure for stress response that uses speech-to-text transcriptions may not work as well for certain populations as it would for others. This could result in unintended biases against individuals belonging to certain social/clinical groups through misdiagnoses or misclassifications. To overcome such unintended results, one needs to account for the differences in performance of the components used to develop the automated measure of stress response for different populations. Involving individuals from different populations while developing such automated systems, e.g., by training systems on data obtained from them, can be helpful.

Study Ethics Statement. Approval of the oversight military Institutional Review Board (IRB) was obtained prior to starting the study. Informed consent was obtained from all study participants. The IRB protocol was followed without exception during performance of this research. The findings from the collected data are reported in aggregated forms and no identifying information is released.
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A Full Set of Correlations of Difference Scores for Extracted Acoustic Features with the Performance Score and the Stress Tolerance Score
<table>
<thead>
<tr>
<th>Feature</th>
<th>Performance Score RST</th>
<th>Performance Score OQT</th>
<th>Stress Tolerance Score RST</th>
<th>Stress Tolerance Score OQT</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Duration related features:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Duration (Speech Rate)</td>
<td>-.628*</td>
<td>-</td>
<td>.184</td>
<td>-</td>
</tr>
<tr>
<td><strong>Time domain features:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Amplitude Envelope</td>
<td>-.336</td>
<td>-.342</td>
<td>-.094</td>
<td>.330</td>
</tr>
<tr>
<td>Root Mean Square Energy</td>
<td>-.381</td>
<td>-.410</td>
<td>-.055</td>
<td>.377</td>
</tr>
<tr>
<td>Zero Crossing Rate</td>
<td>.546</td>
<td>-.115</td>
<td>-.470</td>
<td>.359</td>
</tr>
<tr>
<td><strong>Frequency domain features:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Magnitude Spectrum</td>
<td>.050</td>
<td>.337</td>
<td>-.753***</td>
<td>-.492</td>
</tr>
<tr>
<td>Short-time Fourier Transform Spectrum</td>
<td>-.502</td>
<td>-.271</td>
<td>-.140</td>
<td>.515</td>
</tr>
<tr>
<td>MFCC1</td>
<td>-.282</td>
<td>-.341</td>
<td>-.247</td>
<td>.617*</td>
</tr>
<tr>
<td>MFCC2</td>
<td>.017</td>
<td>-.297</td>
<td>-.217</td>
<td>.405</td>
</tr>
<tr>
<td>MFCC3</td>
<td>.019</td>
<td>.138</td>
<td>.030</td>
<td>-.300</td>
</tr>
<tr>
<td>MFCC4</td>
<td>-.464</td>
<td>.134</td>
<td>.223</td>
<td>.202</td>
</tr>
<tr>
<td>MFCC5</td>
<td>-.447</td>
<td>-.207</td>
<td>.099</td>
<td>-.094</td>
</tr>
<tr>
<td>MFCC6</td>
<td>.167</td>
<td>-.245</td>
<td>.293</td>
<td>-.125</td>
</tr>
<tr>
<td>MFCC7</td>
<td>-.155</td>
<td>.524</td>
<td>-.050</td>
<td>-.486</td>
</tr>
<tr>
<td>MFCC8</td>
<td>-.272</td>
<td>.432</td>
<td>-.451</td>
<td>-.583*</td>
</tr>
<tr>
<td>MFCC9</td>
<td>-.423</td>
<td>.048</td>
<td>.132</td>
<td>-.554*</td>
</tr>
<tr>
<td>MFCC10</td>
<td>.153</td>
<td>-.343</td>
<td>-.099</td>
<td>-.206</td>
</tr>
<tr>
<td>MFCC11</td>
<td>-.209</td>
<td>.516</td>
<td>-.037</td>
<td>-.735***</td>
</tr>
<tr>
<td>MFCC12</td>
<td>.128</td>
<td>.288</td>
<td>.104</td>
<td>-.387</td>
</tr>
<tr>
<td>MFCC13</td>
<td>.411</td>
<td>-.250</td>
<td>.167</td>
<td>.363</td>
</tr>
<tr>
<td>Delta MFCC1</td>
<td>.063</td>
<td>-.279</td>
<td>-.052</td>
<td>.360</td>
</tr>
<tr>
<td>Delta MFCC2</td>
<td>.061</td>
<td>.124</td>
<td>-.156</td>
<td>.028</td>
</tr>
<tr>
<td>Delta MFCC3</td>
<td>-.037</td>
<td>.125</td>
<td>-.240</td>
<td>-.028</td>
</tr>
<tr>
<td>Delta MFCC4</td>
<td>-.349</td>
<td>-.191</td>
<td>-.015</td>
<td>.090</td>
</tr>
<tr>
<td>Delta MFCC5</td>
<td>-.055</td>
<td>.221</td>
<td>-.308</td>
<td>.064</td>
</tr>
<tr>
<td>Delta MFCC6</td>
<td>-.268</td>
<td>.358</td>
<td>.016</td>
<td>-.151</td>
</tr>
<tr>
<td>Delta MFCC7</td>
<td>-.401</td>
<td>.439</td>
<td>.051</td>
<td>-.187</td>
</tr>
<tr>
<td>Delta MFCC8</td>
<td>-.159</td>
<td>.086</td>
<td>.025</td>
<td>-.205</td>
</tr>
<tr>
<td>Delta MFCC9</td>
<td>-.149</td>
<td>-.280</td>
<td>-.169</td>
<td>.014</td>
</tr>
<tr>
<td>Delta MFCC10</td>
<td>.469</td>
<td>-.261</td>
<td>-.413</td>
<td>.046</td>
</tr>
<tr>
<td>Delta MFCC11</td>
<td>.329</td>
<td>.129</td>
<td>-.474</td>
<td>-.177</td>
</tr>
<tr>
<td>Delta MFCC12</td>
<td>-.181</td>
<td>-.350</td>
<td>-.480</td>
<td>.203</td>
</tr>
<tr>
<td>Delta MFCC13</td>
<td>-.073</td>
<td>-.197</td>
<td>-.406</td>
<td>.068</td>
</tr>
<tr>
<td>Delta Delta MFCC1</td>
<td>-.183</td>
<td>-.710**</td>
<td>.129</td>
<td>.322</td>
</tr>
<tr>
<td>Delta Delta MFCC2</td>
<td>-.293</td>
<td>-.122</td>
<td>-.057</td>
<td>-.118</td>
</tr>
<tr>
<td>Delta Delta MFCC3</td>
<td>-.003</td>
<td>.323</td>
<td>-.060</td>
<td>-.129</td>
</tr>
<tr>
<td>Delta Delta MFCC4</td>
<td>.187</td>
<td>.090</td>
<td>-.320</td>
<td>-.112</td>
</tr>
<tr>
<td>Delta Delta MFCC5</td>
<td>-.413</td>
<td>-.069</td>
<td>-.115</td>
<td>.0177</td>
</tr>
<tr>
<td>Delta Delta MFCC6</td>
<td>.256</td>
<td>.531</td>
<td>.059</td>
<td>-.199</td>
</tr>
<tr>
<td>Delta Delta MFCC7</td>
<td>.094</td>
<td>.759***</td>
<td>.038</td>
<td>-.090</td>
</tr>
<tr>
<td>Delta Delta MFCC8</td>
<td>-.163</td>
<td>.519</td>
<td>-.133</td>
<td>-.137</td>
</tr>
<tr>
<td>Delta Delta MFCC9</td>
<td>-.037</td>
<td>-.153</td>
<td>-.225</td>
<td>-.020</td>
</tr>
<tr>
<td>Delta Delta MFCC10</td>
<td>.353</td>
<td>-.459</td>
<td>.200</td>
<td>.534</td>
</tr>
<tr>
<td>Delta Delta MFCC11</td>
<td>.301</td>
<td>-.258</td>
<td>.097</td>
<td>.186</td>
</tr>
<tr>
<td>Delta Delta MFCC12</td>
<td>-.008</td>
<td>-.094</td>
<td>.293</td>
<td>-.015</td>
</tr>
<tr>
<td>Delta Delta MFCC13</td>
<td>-.456</td>
<td>.350</td>
<td>.589*</td>
<td>-.155</td>
</tr>
</tbody>
</table>

Table 3: Correlations between the difference scores (Stress - Neutral) of the 45 features extracted from Read Speech Task (RST) and Open-ended Question Task (OQT) and the stress-induced change in Verbal Fluency Task performance (left) and the stress tolerance score from the selection assessment data (right). The duration feature was dropped for OQT since the task duration itself was set to two minutes. Moderate to high correlations (> .5) are indicated with the bold font. *** indicates \( p < .005 \), ** indicates \( p < .01 \), * indicates \( p < .05 \).
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Abstract

Gauging therapist empathy in counselling is an important component of understanding counselling quality. While session-level empathy assessment based on machine learning has been investigated extensively, it relies on relatively large amounts of well-annotated dialogue data, and real-time evaluation has been overlooked in the past. In this paper, we focus on the task of low-resource utterance-level binary empathy assessment. We train deep learning models on heuristically constructed empathy vs. non-empathy contrast in general conversations, and apply the models directly to therapeutic dialogues, assuming correlation between empathy manifested in those two domains. We show that such training yields poor performance in general, probe its causes, and examine the actual effect of learning from empathy contrast in general conversation.

1 Introduction

As a pillar of psychotherapy, empathy is crucial to effective counselling, owing to its importance in building counsellor\-client rapport (Elliott et al., 2011) that can enable more effective interventions and better outcomes (McCambidge et al., 2011; Gaume et al., 2009). In particular, “listening with empathy” is considered a guiding principle (Rollnick et al., 2008) for motivational interviewing (Miller and Rollnick, 2012) (MI), a psychotherapeutic approach widely adopted to elicit positive behaviour change by evoking motivation from clients. Gauging counsellor-side empathy is, therefore, essential to assessing MI integrity (Moyers et al., 2016).

Empathy assessment for MI has conventionally been conducted manually by trained annotators, which requires extensive annotator training and transcript review. Since such a time-consuming and costly setup is difficult to scale up, recent years have seen attempts of automating the process with machine learning, including transcript-based (Xiao et al., 2012; Gibson et al., 2015, 2016), speech-based (Xiao et al., 2014, 2015), and multimodal (Xiao et al., 2016b) methods. Those works are, however, limited in that 1) therapist empathy is only assessed at session-level rather than utterance-level; 2) classical machine learning with heuristic feature engineering is used, while recent deep-learning frameworks have not been utilised for this purpose; 3) the machine-learning-based approaches all assume access to privately-owned sizeable corpora of therapeutic dialogues with empathy annotation at session level, but in reality such well-annotated data are often very limited, even more so at utterance level; and 4) the link between empathy manifested in general conversation and in MI counselling remains unexplored.

In this work, we make the first attempt (to the best of our knowledge) at addressing those limitations while probing the correlation between empathy manifestations in different domains. Specifically, we employ pre-trained language models such as BERT (Devlin et al., 2019) for text-based binary classification of utterance-level therapist empathy, optionally taking the conversation context as input. We consider any counsellor utterance to be empathetic if it shows empathy, and non-empathetic if it does not (ranging from neutral to apathetic).

To benchmark the models, we manually annotate and costly setup is difficult to scale up, recent years have seen attempts of automating the process with machine learning, including transcript-based (Xiao et al., 2012; Gibson et al., 2015, 2016), speech-based (Xiao et al., 2014, 2015), and multimodal (Xiao et al., 2016b) methods. Those works are, however, limited in that 1) therapist empathy is only assessed at session-level rather than utterance-level; 2) classical machine learning with heuristic feature engineering is used, while recent deep-learning frameworks have not been utilised for this purpose; 3) the machine-learning-based approaches all assume access to privately-owned sizeable corpora of therapeutic dialogues with empathy annotation at session level, but in reality such well-annotated data are often very limited, even more so at utterance level; and 4) the link between empathy manifested in general conversation and in MI counselling remains unexplored.

To benchmark the models, we manually anno-
tated utterance-level empathy for a subset of transcribed high- vs. low-quality counselling demonstrations (Pérez-Rosas et al., 2019) that are publicly available. We also build unsupervised baselines for the task by a) formulating binary empathy classification as natural language inference (NLI), as proposed by Yin et al. (2019), and b) tackling the surrogate task of client-counsellor agreement via NLI, under the assumption that an empathetic reply from the counsellor tends to show accordance with the client utterance in the preceding turn.

Our experiments show that models trained on OOD empathy contrast are not sufficiently accurate predictors of MI empathy/non-empathy, even though the benefit of such training can be observed when compared to training on OOD data without empathy contrast. Upon probing, we argue that more fine-grained (e.g. sentence-level) empathy annotation and prediction could yield better results.

2 Related Work

2.1 Machine-Learning-Based Approaches to Empathy Analysis for MI

Prior work has approached assessment of empathy in MI delivery via speech and linguistic features. Among text-based methods, Xiao et al. (2012) proposed one of the earliest approaches for utterance-level empathy classification using an n-gram language model. Psycholinguistic norm features are used in addition to other linguistic features in the work of (Gibson et al., 2015). More recently, Gibson et al. (2016) utilised long short-term memory networks (LSTMs) (Hochreiter and Schmidhuber, 1997) to generate turn-level behavioural acts that are further processed by a deep neural network to predict session-level empathy.

Speech features have also been examined. Xiao et al. (2014) investigated features such as jitter and shimmer from speech signals, Xiao et al. (2015) studied speech rate entrainment, while Pérez-Rosas et al. (2017) used an array of acoustic and linguistic features to train their multimodal models.

There are also a number of recent studies on data-driven MI behaviour coding based on text (Cao et al., 2019; Tanana et al., 2016; Xiao et al., 2016a; Gibson et al., 2018), speech (Singla et al., 2020), and both (Chen et al., 2019; Flemotomos et al., 2021), but they are less relevant to this work due to their lack of explicit empathy modelling.

Different from the research listed above, this work addresses utterance-level empathy classification instead of session-level assessment, similar to Wu et al. (2020) which proposes utterance-level prediction of whether the therapist needs to show empathy given the context.
2.2 Data-Driven Text-Based Research on Empathy in General Conversation

Recent years have witnessed a boom of research on data-driven analysis and application of empathy in general conversations.

In terms of empathy analysis for open-domain conversations, Zhou et al. (2021) addressed scoring empathy grounded in specific situations, Welivita and Pu (2020) created a taxonomy of empathetic response intents in social dialogues, while Guda et al. (2021) proposed to take user demographic information into account for empathy prediction.

As therapeutic conversation data is scarce, recent works on empathy analysis have also turned to peer-support dialogues from online communities. Zhou and Jurgens (2020) analysed Reddit conversations for the relationships between condolence, distress and empathy, Hosseini and Caragea (2021) studied empathy seeking and providing with dialogues from a cancer survivor network, and Sharma et al. (2020) proposed an empathy framework of reaction-interpretation-exploration for conversations from mental-health-related online forums.

While early general empathetic chatbots (Zhou and Wang, 2018; Lubis et al., 2018) were mostly based on recurrent neural networks and produced emotion-conditioned output, their more recent counterparts are predominantly based on pre-trained language models and leverage emotions in various ways, including emotion detection as an auxiliary objective (Lin et al., 2020), emotion-based mixture-of-experts decoding (Lin et al., 2019), and rewarding response candidates likely to induce positive user emotion (Shin et al., 2020).

3 Data

We leverage two types of data: general conversations and transcripts of MI demonstration videos.

We define an utterance as everything said by an interlocutor in their turn in a 2-person conversation, which is the most widely used definition of utterance in the literature of deep-learning-based conversational intelligence. This differs from some utterance definitions in psychotherapy. For example, an “utterance” in this work is identical to a “volley” as defined in the motivational interviewing skill code (MISC) (Miller et al., 2003), while an “utterance” in MISC is “a complete thought” that “ends either when one thought is completed or a new thought begins with the same speaker, or by an utterance from the other speaker”.

3.1 General Conversations

Our general conversation data is from two datasets: Persona-based Empathetic Conversation (PEC) (Zhong et al., 2020) and EmpatheticDialogues (ED) (Rashkin et al., 2019). Their statistics are listed in Table 1. For each 2-interlocutor dialogue, we consider the initiator of the conversation as the speaker and the other as the listener.

PEC consists of general conversations crawled from 3 subreddits: r/Happy4 (r/H), r/OffMyChest5 (r/OMC), and r/CasualConversation6 (r/CC). Reddit users exchange happy experiences and thoughts in r/H, share emotional stories that cannot be told easily in r/OMC, and simply talk casually in r/CC. Since the original PEC dataset includes conversations between more than two participants and some conversations are actually subsets of other conversations (e.g. a 2-turn conversation that in effect constitutes the first 2 turns of a 4-turn conversation), we retain only the non-subset conversations that are between 2 interlocutors, in order to align with the counsellor-client nature of therapeutic conversations, and the filtered PEC contains around 56% of the conversations in the original one.

EmpatheticDialogues (abbreviated as ED) is comprised of 23.1K general conversations from MTurker pairs. The speaker of each dialogue was first given an emotion label (e.g. “Afraid”), then described a situation where they had felt the emotion before (e.g. “I’ve been hearing noises around the house at night”), and finally initiated the conversation about this situation with a listener.

3.1.1 Empathy vs. Non-Empathy

We divide the general conversation data into 2 parts: empathetic-listener conversations and non-empathetic-listener ones. Specifically, we assign “empathetic” labels to all the listener utterances of the dialogues in r/H, r/OMC and ED, and “non-empathetic” to the counterparts in r/CC.

For PEC, the heuristic empathy labelling is based on the annotator ratings from the original paper that suggest comments (i.e. listener

\[4\]https://www.reddit.com/r/happy/

\[5\]https://www.reddit.com/r/offmychest/

\[6\]https://www.reddit.com/r/CasualConversation
Table 1: Statistics of PEC (r/Happy, r/OffMyChest, and r/CasualConversation) & EmpatheticDialogues. For PEC, we utilise 2-interlocutor conversations only. #Conv: number of conversations in the data split. We consider r/Happy, r/OffMyChest and EmpatheticDialogues to consist of mostly empathetic (‡) listener utterances and r/CasualConversation to be comprised of predominantly non-empathetic (¶) ones. Note that the statistics of PEC are about the filtered dataset as described in Section 3.1. See Table 4 for more details.

<table>
<thead>
<tr>
<th>Split</th>
<th>r/Happy</th>
<th>r/OffMyChest</th>
<th>r/CasualConversation</th>
<th>EmpatheticDialogues</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>valid</td>
<td>test</td>
<td>train</td>
</tr>
<tr>
<td>#Conv</td>
<td>113.9K</td>
<td>13.9K</td>
<td>16.0K</td>
<td>94.0K</td>
</tr>
<tr>
<td></td>
<td>17.8K</td>
<td>2.8K</td>
<td>2.5K</td>
<td>217</td>
</tr>
</tbody>
</table>

We select a subset of RMI (MI adherent) and another 101 of low-quality (MI otherwise as non-empathetic) transcripts were obtained with the automatic captioning tool of YouTube, so the conversations have negligible transcription errors, and 14 transcripts (214 counsellor utterances in total) from the high-quality subset with negligible transcription errors, and 14 transcripts (214 counsellor utterances in total) from the low-quality one. The 431 selected utterances are presented to 2 human annotators for binary utterance-level empathy annotation. One annotator is a senior researcher that has received formal MI training in the past, and the other is a PhD student that has read in depth about MI (incl. Rollnick et al. (2008)). Their annotations show an inter-annotator agreement of 0.71 measured by Cohen’s kappa (Cohen, 1968), indicating “substantial agreement”. Finally, the annotators discussed their results and resolved the differences. The annotated MI conversations are denoted as ANNO in the rest of the paper.

As Table 2 shows, 38.7% of the therapist utterances in total from the high-quality subset with negligible transcription errors, and 14 transcripts (214 counsellor utterances in total) from the low-quality one. The 431 selected utterances are presented to 2 human annotators for binary utterance-level empathy annotation. One annotator is a senior researcher that has received formal MI training in the past, and the other is a PhD student that has read in depth about MI (incl. Rollnick et al. (2008)). Their annotations show an inter-annotator agreement of 0.71 measured by Cohen’s kappa (Cohen, 1968), indicating “substantial agreement”. Finally, the annotators discussed their results and resolved the differences. The annotated MI conversations are denoted as ANNO in the rest of the paper.

We choose 7 transcripts (217 counsellor utterances in total) from the high-quality subset with negligible transcription errors, and 14 transcripts (214 counsellor utterances in total) from the low-quality one. The 431 selected utterances are presented to 2 human annotators for binary utterance-level empathy annotation. One annotator is a senior researcher that has received formal MI training in the past, and the other is a PhD student that has read in depth about MI (incl. Rollnick et al. (2008)). Their annotations show an inter-annotator agreement of 0.71 measured by Cohen’s kappa (Cohen, 1968), indicating “substantial agreement”. Finally, the annotators discussed their results and resolved the differences. The annotated MI conversations are denoted as ANNO in the rest of the paper.

We note that our empathy annotation is at utterance-level on the punctuation-free MI tran-
scripts, which means an utterance is marked as empathetic as long as a part of the utterance is so, even though the remainder might not be. More fine-grained annotation would be possible with punctuated utterances, which we leave for future work.

3.2.2 Question & Empathy
Empirically, we observe that questions in MI do not show empathy in general, which is intuitive since the purpose of questions is to gather more information. Indeed, we notice that the vast majority of the examples of open and closed questions provided by MISC are not empathetic.

Therefore, we additionally conduct binary annotation for each therapist utterance in ANNO as to whether the utterance is (predominantly) a question, by marking an utterance as a question utterance if more than half of the tokens in an utterance constitute at least one open or closed question as defined by MISC. For instance, “it’s good to see you up and about how are you feeling after your last little hospitalization” is considered a question utterance, since “how are you feeling after your last little hospitalization” is an open question and makes up more than half of the utterance. We denote the non-question subset of ANNO as \( \neg Q.\) ANNO.

The relationship between empathy and question found in ANNO confirms our observation: a non-question therapist utterance from high-quality counselling is substantially more likely (0.50) to be empathetic than one from low-quality counselling (0.03), while the same does not hold for question therapist utterances: 0.10 for high-quality and 0.00 for low-quality, which indicates that therapist questions are overall very unlikely to be empathetic.

3.3 General-Conversation Empathy vs. Therapeutic Empathy
Comparing ROLEPLAYMI with PEC & ED, we noticed a pronounced difference between empathy in general conversation and therapy: an MI-adherent therapist tends to express empathy through non-questions (as shown in Table 2), e.g. “The blood sugars have increased some, so you’re concerned that things are not as good as they were last time that we talked”. Conversely, participants in general conversations often show empathy via questions, e.g. “Oh no! That’s scary! What do you think it is?”. Thus, analyses sentence-level empathy (instead of utterance-level) could better separate the empathetic and non-empathetic parts, and more overlap between general-conversation empathy and therapeutic empathy may be found in the non-question sentences. This was not possible in our experiments as ROLEPLAYMI is not punctuated, thus we leave it for future work.

We note that another domain difference is that ROLEPLAYMI consists of transcripts of spoken dialogues whereas PEC and ED contain “written” chat conversations. The difference is smoothed by the high-quality transcription of the ROLEPLAYMI videos and we therefore do not use specific techniques to address the difference, but we plan to investigate this factor further in future work.

4 Binary Empathy Classification
In this section, we first define the task of binary empathy classification, then lay out the out-of-domain empathy contrast strategy behind our supervised models for the task, and finally describe our unsupervised baselines driven by NLI.

4.1 Task Definition
We denote \( D^{MI} = \{(u^C_i, u^T_i, e_i)\}, \) where \( u^T_i \) is the therapist reply to the client utterance \( u^C_i, e_i \in \{\text{emp, } \neg \text{emp}\} \) denotes if \( u^T_i \) shows empathy, and \( N \) is the number of such tuples in the dataset. Our task can be formulated as follows: given \( u^T_i \) and optionally \( u^C_i \) for more context, predict the correct empathy label \( e_i \) of \( u^T_i \). We use ANNO as \( D^{MI} \).

4.2 Supervised Learning: Using Out-of-Domain Empathy Contrast
Since our manually annotated subset of ROLEPLAYMI is too small to be a proper training set, we resort to learning from out-of-domain (i.e. non-MI) (OOD) empathy contrast. Specifically, as described in Section 3.1.1 and Figure 1, we utilise all listener utterances in r/H, r/OMC and ED as positive (empathetic) examples and their counterparts in r/CC as negative (non-empathetic) examples, as we aim to leverage parallels between general-conversation empathy and psychotherapeutic empathy.

We build 3 empathy vs. non-empathy contrast pairs from general conversations: (r/H vs. r/CC); (r/OMC vs. r/CC); (ED vs. r/CC). For each pair, we sample an equal number of examples from the empathetic (positive) and non-empathetic (negative) subsets to construct a contrast dataset.

---

7We use “empathy vs. non-empathy contrast” and “empathy contrast” interchangeably.
Table 3: Natural Language Inference, example utterances from Miller et al. (2003)

| P<sup>a</sup> | Client: Everyone’s getting on me about my drinking.  
|     | Therapist: Kind of like a bunch of crows pecking at you. | Relationship |
| H<sup>b</sup> | The therapist is empathetic towards the patient. | Entailment |
|     | The therapist wants to smoke more. | Neutral |
|     | The therapist is not listening to the client. | Contradiction |

<sup>a</sup>P, Premise.  
<sup>b</sup>H, Hypothesis.

**4.4 Unsupervised Baseline: Client-Therapist Agreement as Natural Language Inference**

It is our observation from MISC as well as ROLEPLAYMI that an empathetic therapist tends to acknowledge the difficulties and feelings of clients, and hence we experiment with NLI-style modelling for client-therapist agreement.

Specifically, we use $M$ as an unsupervised 2-utterance agreement classifier $nli^E_{2→2}$ to measure the agreement between $u^C_i$ and $u^T_i$, using the former as the premise and the latter as the hypothesis. We only interpret an entailment prediction from $M$ as the therapist agreeing with the client and hence the therapist empathising with the client.

**5 Experiments**

**5.1 Implementation**

For OOD empathy contrast (Section 4.2), we keep the original train/dev/test splits of PEC and ED. Since the two datasets in each contrast pair can be vastly different in their sizes (e.g. ED has only 17.8K training examples whereas r/CC has 530.2K), we always sample the positive and negative subsets so that their sizes are identical to that of ED, the smallest dataset, which ensures a) the two classes are balanced in each pair, and b) different $cls$ models are trained with equal amounts of data and their performances are hence comparable.

To minimise the bias in training data caused by such sampling, we train the classifier of each contrast pair 5 times, each time with its own randomly sampled data. Note that this leads to 5 different groups of class-balanced {train, dev, set} datasets for each pair.

We leverage pre-trained language models for all our experiments. BERT (Devlin et al., 2019) is the backbone of our OOD empathy contrast models and its BERT–BASE–UNCASED variant is chosen. We add a fully connected layer atop the classification token ([CLS]) position of the language model to implement a binary classifier, and train the entire model end-to-end on the empathy contrast pairs. For the backbone $M$ of the unsupervised zero-shot baselines, we use the BART–LARGE variant.
of BART (Lewis et al., 2020) that has been fine-tuned on MultiNLI (Williams et al., 2018). For more details, see Section B.

To measure model performance on ANNO, we choose Matthews correlation coefficient (MCC) since it is robust to class imbalance, taking into account that only 38.7% of the ANNO examples from the high-quality subset are marked as empathetic and the number is only 2.3% for low-quality. We also use MCC to measure test set performance to increase comparability.

5.2 Results

We examine the performances achieved on ANNO by the models introduced in Section 4, namely the blue bars in the “OOD(1) w/ Contrast” (1-utterance models trained on OOD empathy contrast, i.e. cls(1)), “OOD(2) w/ Contrast” (2-utterance models trained on OOD empathy contrast, i.e. cls(2)), and “Baselines” subplots of Figure 2. The value of each blue bar indicates the mean MCC of the 5 models from the corresponding pair, and we use the error bar to simply represent +/- one standard deviation from the mean, in order to illustrate the variation among the scores of the 5 models.

Also, we show in Figure 3 the performances of the OOD models on their respective test sets. In the test set of each of the 5 models from a (D+, D−) OOD pair, we have N_T random samples from D+ and another N_T from D−, where N_T is the size of the original test set of ED, in line with our sampling method for the OOD training sets. The mean (bar value) - standard deviation (error bar) representation follows that of Figure 2. By comparing the scores of the 5 models from an OOD setup on their own test sets and on ANNO, it becomes clear how the domain shift from general conversation to MI affects the performance of those models.

We first observe that while each test set in the OOD setups is different as we address class imbalance with random sampling, it is still obvious that the OOD models achieve considerably better scores on their test sets but experience significant drops on ANNO. In particular, ED vs. r/CC (2) reaches over 0.9 MCC on average on its test sets but only around 0.10 on ANNO. This stops any of the OOD empathy contrast models from being a reliable indicator of therapeutic empathy.

There is also considerable variation in the scores on ANNO (but not on the test sets) of the OOD models from the same empathy contrast pair. For instance, while r/OMC vs. r/CC (2) reaches 0.17 MCC on average, the standard deviation is 0.03. Further, we find that among the 5 models of the r/OMC vs. r/CC (2) pair, the MCC can be as high as 0.21 and as low as 0.11 despite that a) the 5 models only differ in the randomness of their training data sampling, b) the models have negligible variation in their test set performances (Figure 3). This pattern is present in all the OOD models, revealing their brittleness w.r.t. MI empathy classification.

As for the choice between 1-utterance and 2-utterance, the effects are mixed. Specifically, r/H vs. r/CC and ED vs. r/CC both have decreased performances on ANNO going from 1-utterance to 2-utterance, while r/OMC vs. r/CC benefits from this transition. In fact, in terms of the average score, r/OMC vs. r/CC (2) is the best setup. This could be because a client talks more about negative experiences in a therapy session, not unlike how the typical speaker shares emotional stores in r/OMC. In contrast, the speakers in r/H are more likely to tell positive experiences, which could explain the performance drop resulting from including the speaker utterance in r/H vs. r/CC (2).

The unsupervised zero-shot baselines do not fare better in general. nl_{E}(1) and nl_{E}(2) score around 0.05 and 0.02, respectively, both below most of the mean scores achieved by the OOD empathy contrast models. This can be attributed to the fact that knowledge gained from NLI tasks are not sufficient for reasoning about complex concepts such as empathy. nl_{C_{T→T}}(2), on the other hand, shows better results and outperforms half of the OOD empathy contrast models, which suggests correlation between client-therapist agreement and therapist empathy. As a probing step, we swap the client and therapist utterances to reverse the premise-hypothesis formulation and observe that it (nl_{C_{T→C}}) leads to a substantial drop to 0.04 MCC, further illustrating the aforementioned correlation.

5.3 Analysis

To shed light on the impact of the OOD design choices we made in Section 4, we add a control group of OOD models that are trained without empathy contrast for comparison, as shown by the blue bars in the “OOD(1) w/o Contrast”, “OOD(2) w/o Contrast” subplots. More specifically, We build 3 pairs: (r/OMC vs. r/H), (ED vs. r/H), and (ED vs. r/OMC), as we consider them (empathy vs. empathy) pairs from which an OOD model is not
Figure 2: Results of all models on ANNO and ¬Q.A NNO, measured with Matthews correlation coefficient (Matthews, 1975). The names of the baseline models (shown in the rightmost subplot) are rewritten in the figure for better visibility, e.g. “NILinEu(1)” instead of nil1E. The first four subplots on the left show the performances of OOD-trained models. The first two show the performances of the 1- (e.g. r/H vs. r/CC (1)) and 2-utterance OOD models (e.g. r/H vs. r/CC (2)) trained on data with empathy contrast (e.g. r/H vs. r/CC, which is empathy vs. non-empathy), while the third and fourth show the performances of the 1- and 2-utterance OOD models trained on data without empathy contrast (e.g. ED vs. r/H, which is empathy vs. empathy). As explained in Section 5.1, for each OOD pair (e.g. r/H vs. r/CC), we randomly sample from the class-unbalanced OOD data 5 times to obtain 5 groups of class-balanced {train, dev, set} data, in order to address class imbalance and data selection bias. For each OOD pair, therefore, we train 5 models independently with the training data from their respective groups. Thus, the value of each rectangular bar indicates the mean of the scores of the 5 models from the 5 data groups of the corresponding OOD pair, and the error bar shows +/- one standard deviation from the mean.
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able to learn empathy vs. non-empathy contrast. Additionally, we inspect the performances (orange bars) of all the models on ¬Q.A NNO to understand model behaviour in a less noisy context (i.e. question utterances removed).

Interestingly, the control group models score around 0.11 MCC and are not far behind empathy contrast models such as r/OMC vs. r/CC and ED vs. r/CC in the 1-utterance scenario, albeit with similarly large variation in their results. When it comes to 2-utterance, however, the lead of the empathy contrast models (except r/H vs. r/CC) becomes more obvious, with r/OMC vs. r/CC scoring over 0.15 MCC in contrast to ED vs. r/OMC recording less than 0.05. This shows that the benefit of learning from OOD empathy contrast, though small, does exist and is more pronounced when a) compared against learning from no-empathy-contrast OOD data and b) more conversation context is taken into account by the models.

Finally, for the OOD contrast models, we notice mixed effects of removing questions from the benchmark dataset. It enables performance gains for r/H vs. r/CC (1) and ED vs. r/CC (2) but performance drops for the other OOD empathy contrast models. This shows that despite the annotations indicating that question therapist utterances are predominantly non-empathetic, whether a therapist utterance is a question generally does not substantially impact the empathy prediction of an OOD contrast model. One possible explanation, among others, is that the models simply did not learn to associate question with non-empathy during the OOD contrast training and instead learned to base its classification on semantic cues unrelated to question/non-question. Echoing Section 3.3, we argue that analysing non-questions at sentence level would be less noisy and better predictions would thus be possible, which we leave for future work.

6 Clinical Application & Impact

The motivation for this work was to minimise the annotation effort needed for training an utterance-level classifier of therapeutic empathy/non-empathy, based on the assumption that 1) pre-trained language models can be fine-tuned to distinguish between empathy and non-empathy in general conversations, and 2) the fine-tuned model can be leveraged to directly predict therapeutic empathy/non-empathy.
Our results, for the most part, show that this simple OOD training approach did not sufficiently perform accurate classification, which limits its application in clinical settings. Compared to supervised learning of session-level empathy on sizeable corpora of well-annotated therapeutic conversations (Gibson et al., 2016), the task of utterance-level empathy classification with no in-domain training is more challenging and the models unsurprisingly fared worse. As discussed, the coarse, heuristic empathy labelling for the utterances in the training data and the domain gap between general conversation and therapeutic dialogue may have contributed considerably to the sub-optimal performance.

Nevertheless, we believe that this work is a meaningful step towards low-resource real-time assessment of empathy in counselling, and that the idea of utilising pre-trained language models for low-resource scenarios related to clinical psychology is still relevant. With smoothed domain gaps and more fine-grained annotation, future work can still use pre-trained language models to leverage parallels between empathy manifestations in general conversation and therapeutic dialogue. For instance, knowledge of empathy vs. non-empathy learned from well-annotated general conversations can serve as a bootstrapping step for empathy vs. non-empathy training on a minimal amount of well-annotated therapeutic conversations, since there can be a small to modest amount of therapeutic dialogue data available for a specialised domain instead of no data at all, which can take advantage of OOD empathy knowledge as a starting point for in-domain fine-tuning and thus maximise the benefit of OOD empathy training.

7 Conclusion

We find that our models trained to learn from empathy vs. non-empathy contrast in general conversation (i.e. out-of-domain w.r.t. counselling) are generally not reliable predictors of empathy/non-empathy in motivational interviewing. Upon probing, we observe that OOD empathy contrast learning is still marginally better than OOD learning without empathy contrast, particularly when more conversation context is available.

In future work, we plan to investigate more fine-grained empathy annotation and prediction, such as at sentence level, where we expect less noise and more accurate predictions. In addition, we will explore few-shot methods for the empathy classification task with out-of-domain empathy contrast training as a bootstrapping step.

Ethics & Privacy

Empathy often involves deeply personal circumstances (e.g. distress & struggle) and computational studies on it therefore warrant ethical consideration. The greatest ethical risk of this work has been privacy implications, as the conversational data we used could contain large amounts of sensitive identifiable information. To mitigate this risk, we experimented with only de-identified data where mentions of information like name, date, and location are replaced with placeholders. As a counterbalance, this study has considerable benefit as the first investigation of using knowledge of general-conversation empathy to support low-resource computational analysis of MI empathy, and the findings can inspire future efforts in making research on therapeutic empathy more accessible.
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A Data

We list the complete statistics of the general conversation datasets in Table 4 and those of ROLE-PLAYMI in Table 5.

B Implementation Details

All our pre-trained language models are implemented by the HuggingFace framework9 (Wolf et al., 2019). All our models are implemented in PyTorch10, while their evaluation is implemented with scikit-learn11. For cls \( i \) (1), the input format to BERT is \{[CLS] \( u^T_m \) [SEP]\} during training and \{[CLS] \( u^T_i \) [SEP]\} during testing. Similarly, for cls \( i \) (2), the input becomes \{[CLS] \( u^C_m \) [SEP] \( u^L_m \) [SEP]\} during training and \{[CLS] \( u^C_i \) [SEP] \( u^L_i \) [SEP]\} during testing.

During OOD training, we use a learning rate of 1e-5 and a batch size of 32, and evaluate every 500 steps on the development set. We choose the Matthews correlation coefficient (Matthews, 1975) \((\text{MCC})\) as the metric for validation. We stop the training if the performance has not improved in the most recent 10 validations, and select the best checkpoint w.r.t. the development set.

We formulate the input to \( \text{nli}^E \) as \{[CLS] \( u^T_i \) [SEP] \( h(1) \) [SEP]\}, and likewise \{[CLS] \( p_i \) [SEP] \( h(2) \) [SEP]\} for \( \text{nli}^E \). \{[CLS] \( u^L_i \) [SEP] \( u^T_i \) [SEP]\} for \( \text{nli}^A \) and \{[CLS] \( u^C_i \) [SEP] \( u^T_i \) [SEP]\} for \( \text{nli}^A \) → \( C \).

9https://github.com/huggingface/transformers
10https://pytorch.org/
### Table 4: Statistics of PEC (r/Happy, r/OffMyChest, and r/CasualConversation) & EmpatheticDialogues. For PEC, we utilise 2-interlocutor conversations only. #Conv: number of conversations in the data split. $μ$(#S-u./Conv): average number of speaker turns per conversation. $μ$(#L-u./Conv): average number of listener turns per conversation. $μ$(S-u.Len.): average speaker utterance length (number of tokens), $μ$(L-u.Len.): average listener utterance length (number of tokens). We consider r/Happy, r/OffMyChest and EmpatheticDialogues to consist of mostly empathetic (‡) listener utterances and r/CasualConversation to be comprised of predominantly non-empathetic (¶) ones. Note that the statistics of PEC are about the filtered dataset as described in Section 3.1.

<table>
<thead>
<tr>
<th>Split</th>
<th>r/Happy ‡</th>
<th>r/OffMyChest ‡</th>
<th>r/CasualConversation ¶</th>
<th>EmpatheticDialogues ‡</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>valid</td>
<td>test</td>
<td>train</td>
</tr>
<tr>
<td>#Conv</td>
<td>113.9K</td>
<td>13.9K</td>
<td>16.0K</td>
<td>94.0K</td>
</tr>
<tr>
<td>$μ$(#S-u./Conv)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$μ$(#L-u./Conv)</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>$μ$(S-u.Len.)</td>
<td>30.8</td>
<td>30.2</td>
<td>30.4</td>
<td>48.9</td>
</tr>
<tr>
<td>$μ$(L-u.Len.)</td>
<td>13.3</td>
<td>13.5</td>
<td>13.3</td>
<td>15.7</td>
</tr>
</tbody>
</table>

### Table 5: Statistics of ROLEPLAYMI and ANNO. The abbreviation convention is similar to that in Table 4, while “T-u” is short for “Therapist Utterance(s)” and “C-u” for “Client Utterance(s)”. #Conv: number of conversations in the subset. #T-u: number of therapist utterances in the subset. $μ$(T-u.Len.): average therapist utterance length (number of tokens). $μ$(C-u.Len.): average client utterance length (number of tokens). $%(emp, T-u)$: percentage of empathetic therapist utterances. $%(¬Q, T-u)$: percentage of non-question therapist utterances. $p(\text{emp} | ¬Q, T-u)$: probability of a non-question therapist utterance being empathetic. $p(\text{emp} | Q, T-u)$: probability of a question therapist utterance being empathetic.

<table>
<thead>
<tr>
<th>MI Quality</th>
<th>ROLEPLAYMI</th>
<th>ANNO</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
<td>Low</td>
</tr>
<tr>
<td>#Conv</td>
<td>152 101</td>
<td>7 14</td>
</tr>
<tr>
<td>#T-u</td>
<td>3928 1534</td>
<td>217 214</td>
</tr>
<tr>
<td>$μ$(#T-u/Conv)</td>
<td>25.8 15.2</td>
<td>31.0 15.3</td>
</tr>
<tr>
<td>$μ$(#C-u/Conv)</td>
<td>25.1 14.5</td>
<td>30.0 14.8</td>
</tr>
<tr>
<td>$μ$(T-u.Len.)</td>
<td>33.5 31.1</td>
<td>33.2 32.9</td>
</tr>
<tr>
<td>$μ$(C-u.Len.)</td>
<td>28.5 20.6</td>
<td>24.4 21.6</td>
</tr>
<tr>
<td>$%(\text{emp}, T-u)$</td>
<td>n/a n/a</td>
<td>38.7% 2.3%</td>
</tr>
<tr>
<td>$%(¬Q, T-u)$</td>
<td>n/a n/a</td>
<td>71.9% 73.8%</td>
</tr>
<tr>
<td>$p(\text{emp}</td>
<td>¬Q, T-u)$</td>
<td>0.50 0.03</td>
</tr>
<tr>
<td>$p(\text{emp}</td>
<td>Q, T-u)$</td>
<td>0.10 0.00</td>
</tr>
</tbody>
</table>
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Abstract

Spurred by advances in machine learning and natural language processing, developing social media-based mental health surveillance models has received substantial recent attention. For these models to be maximally useful, it is necessary to understand how they perform on various subgroups, especially those defined in terms of protected characteristics. In this paper we study the relationship between user demographics – focusing on gender – and depression. Considering a population of Reddit users with known genders and depression statuses, we analyze the degree to which depression predictions are subject to biases along gender lines using domain-informed classifiers. We then study our models’ parameters to gain qualitative insight into the differences in posting behavior across genders.

1 Introduction

The United States Centers for Disease Control and Prevention estimates that 8% of American adults suffer from major depression at a given time (Brody et al., 2018). This represents a critical public health threat, as depression is associated with downstream physical health complications (Rush, 2007; Alboni et al., 2008) and an increased risk of suicide (Richards and O’Hara, 2014). Among the many efforts to address this crisis is a line of research at the intersection of language modeling, social media analysis, and mental health. Seminal papers by De Choudhury et al. (2013) and Coppersmith et al. (2014) demonstrated the general feasibility of predicting mental health status from social media data.

A major obstacle to the practical use of mental health surveillance models is differential performance for different subgroups of the population. This behavior can arise either because the training data is not sufficiently representative of the population, or because some groups are simply harder to predict given the same data. The former case is well-studied in the machine learning literature and can be addressed by careful data collection and training regimes. The latter case, however, is often more subtle and harder to address. Not identifying and addressing these differences in performance degrades the utility of the models. In particular, if the performance is worse for historically marginalized populations it can reinforce existing inequities such as under-diagnosis of depression (Elazar and Goldberg, 2018).

In this work we aim to assess the scope of the differential performance problem by studying the relationship between gender and predictions of depression. The most useful insight we could gain would be determining whether or not gender is a confounder for depression predictions; that is, whether gender both causally affects the way in which users post on Reddit and causally affects our predictions of the user’s depression status. Unfortunately, testing whether this causal dynamic is true is very difficult with the purely observational data available to us. Towards testing this phenomena, we will instead test the slightly weaker hypotheses i) that depression predictions exhibit gender bias (i.e., there are differences in performance across genders) and ii) that these differences are due, at least in part, to differing uses of language between men and women in talking about their mental state. Together these hypotheses serve as a sort of associational version of the causal phenomenon we’d like to study. They can tell us whether depression predictions are correlated with gender and whether certain terms are likely to have different meanings based on the gender of the author.

We test hypothesis (i) quantitatively by fitting depression prediction models to a novel data set collected from Reddit with ground truth genders, derived from self-disclosures, and comparing the performances across genders. We test hypothesis (ii) qualitatively by looking at features strongly predictive of depression for each gender. We identify themes that are concordant across genders and consistent with the literature (De Choudhury et al., 2016) as well as themes that are discordant across genders and support our hypothesis that men and women use many terms differently to talk about (non-) depression. We follow these analyses with a discussion of open questions that follow from this work. In particular, we discuss the use of causal methodologies to assess our stronger hypothesis that gender confounds depression prediction. We highlight the types of methods that could be used and the data that is necessary to test the causal hypothesis. We conclude with a discussion of limitations and the ethical implications of this work.
2 Related Work

Several existing papers have considered the role of demographics in mental health prediction. Elazar and Goldberg (2018) demonstrated that demographics are implicitly encoded in text data. Wood-Doughty et al. (2017) and Loveys et al. (2018) both studied differing language use across cultures. The former used a Twitter data set with inferred demographic labels, while the latter used a carefully-curated proprietary data set from 7 Cups of Tea. Amir et al. (2019) explored the role of cohort selection in assessing mental health disorder prevalence. Aguirre et al. (2021) is the closest to the present work. The authors characterized the biases present in depression prediction models by showing there are differences in performance for different demographic subgroups. This work studied biases that arise due to the specific data set used for training, focusing on the popular, publicly available data sets CLPsych (Coppersmith et al., 2015) and MULTITASK (Benton et al., 2017).

The present work differs from those cited in that we seek to quantify demographic bias in depression prediction using self-disclosures in a publicly available data set. This approach improves scalability and reproducibility compared to hand-labeled and proprietary data sets. Additionally, while self-disclosures are not perfect, they are not subject to the same degree of noise and error that is induced when using genders inferred by using a pre-trained model, trained on an auxiliary data source. Our estimates of the depression prediction performance across genders are therefore likely to be of a higher quality. Moreover, our analyses of features that are predictive of depression for each gender are also likely to be less noisy than they would be if we were also inferring genders from those same features.

3 Data Collection

To obtain a dataset with ground truth gender, we mined all posts and comments from the r/AskMen and r/AskWomen subreddits between January 1, 2019 and December 31, 2019 using the Pushshift API (Baumgartner et al., 2020). In total, we collected 251,487 original submissions and 4,481,354 comments.

For each post, we consider the flair – an optional tag users can apply to their posts to reveal information about themselves or the content of their post – to determine the ground truth gender of the post author. We considered the author of a post to be true-male if they used one of ‘Male’, ‘male’, ‘Dude’, or ♂ for their flair, and true-female if they used one of ‘Female’, ‘female’, ♀, or ♀. Of the mined posts, 1,002,079 had some sort of flair, while 660,684 had one of the male or female indicator flairs. This process yielded a data set of 15,140 unique male and 11,241 unique female users, as well as 59 users whose gender-related flair use was inconsistent (i.e. at least one post each with a male- and female-indicating flair). While people who identify as non-binary are known to have higher rates of depression (Budge et al., 2013; Wolohan et al., 2018) and thus could benefit from the studies like this one, we did not have a reliable method for identifying non-binary users beyond the list of inconsistent users and the sub-population in our cohort was too small to yield meaningful analysis. For the remainder of the paper we restrict attention to binary genders under the folk conception of gender (Larson, 2017).

For each of the 26,381 gender-binary users, we collected the user’s entire Reddit posting and commenting history from January 1, 2019 to December 31, 2019, totaling 1,035,782 original submissions and 19,029,981 comments across 64,162 subreddits. Following the literature on social media-driven mental health surveillance (De Choudhury et al., 2013; Yates et al., 2017), we defined a user as true-depressed if they authored an original submission or comment in r/depression during the study period and true-control otherwise. The breakdown of gender and depression classes is 721 and 713 depressed males and females respectively, and 14,416 and 10,526 control males and females respectively. Replication data for this study can be found at https://github.com/isherma/CLPsych2021_Gender_and_Depression and is available under a data usage agreement.

4 Methods

We fit user-level models to predict depression status from our harvested Reddit data. To enable analysis of the impact of gender as a confounder, we fit separate models on two separate data sets: a random sample of the true-men users in our data set, and a random sample of the true-women users. To reduce noise induced by ‘throwaway’ or ‘lurker’ accounts, we excluded users who made fewer than 5 posts (submissions + comments) during the study period. This decision could reduce our results’ generalizability since throwaway accounts may be owned by users with separate primary accounts and post with the throwaway differently (e.g. posting more personal information).

Because depression is a rare outcome in our data, our initial train and test sets had very few depressed individuals (109 train, 26 test). This proved too few to draw meaningful conclusions about the role of gender in depression prediction. We therefore report the performance of our models trained on data sets constructed by performing balanced sampling from the full data. The resulting class breakdowns are: 721 and 613 depressed males and females respectively, and 820 and 712 control males and females respectively.

We split each of these sampled data sets 80-20 into train and test sets, stratifying by user. We then constructed a Bag-of-Words (BoW) vocabulary from the submissions and comments for each user in the training sets. We included 1-, 2-, and 3-grams, as well as LIWC (Pennebaker et al., 2007) and TF-IDF (Jones, 1972) features. We imposed that features must be used by a
minimum of 25 users to be included in the vocabulary. We also removed posts from the r/depression subreddit and subreddits commonly associated with self-disclosure of mental health disorders using the SMHD dataset (Cohan et al., 2018). To model depression, we used the scikit-learn implementation of regularized logistic regression (Pedregosa et al., 2011). At the end of training, we discarded all but the top 100,000 features using the pairwise mutual information criterion as an additional regularization step.

5 Results

5.1 Model Performance

The performance of each model on each test set is shown in Figure 1. The most striking result is that the performance of both models is considerably higher on the men-only test set than on the women-only test set (.770 vs .702 and .758 vs .707 respectively). This difference indicates that predicting depression among men is easier than among women. Looking at the distribution graphs, it appears that women are over diagnosed as depressed. Mechanically, this difference in predictions likely arises due to the existence of a few key features that indicate depression for one gender but not the other. We identify candidate features in the analysis below.

5.2 Feature Analysis

We extracted the regression coefficients from each of our models and generated a scatter plot in Figure 2 of the 50,967 features the two models had in common. Towards identifying strongly predictive features, we scored each feature using the sum of the absolute value of the coefficient from each model for that feature. In the figure, we labeled the 50 highest-scoring features in each plot quadrant.

Concordant Depression Features (top right) Even though we filtered out self-disclosure tokens (e.g. ‘depression’ and ‘depressed’), we see that many of the most predictive features are consistent with themes discussed in the mental health surveillance literature (De Choudhury et al., 2016): emotion (‘feel’, LIWC affect, LIWC negemo), physical symptoms of depression (‘sleep’), and indicators of social isolation (‘alone’, ‘porn’, and personal pronouns ‘me’, ‘my’, and ‘I’). One notable feature is the token ‘jews’. This feature could indicate that many depressed Jewish people of both genders frequently discuss their religious identity on Reddit, possibly in the context of their peoples’ historically marginalized status (McCullough and Larson, 1999). Also plausible is that the token is indicative of anti-semitic tendencies which are correlated with depression (e.g. blaming one’s personal struggles on a scapegoat minority group). This phenomenon has been documented in the largely-male ‘incel’ community (Hoffman et al., 2020) but we could not find a clear connection between anti-semitism and depression among women in the psychology or sociology literature.

Concordant Control Features (lower left) These feature themes are also consistent with findings in the literature. Features indicative of social interactions are quite common (‘church’, ‘wedding’, ‘couple’) as well as features that suggest positive affect regarding life activities (‘fun’, ‘cool’, LIWC leisure).

Discordant Features (top left, lower right) These features are of primary interest for identifying potential gender-based confounding. Here we find features that are predictive of depression in women but control in men or vice-versa. We observe that there are several terms that likely have different meanings for men and women users. Many of these pertain to social interactions.

For instance, ‘gay’, ‘gay men’ and ‘my husband’ are all strongly predictive of control for men. This suggests that men who are comfortable discussing non-straight sexualities online are also in a relatively healthy mental state. In contrast, these terms (along with ‘my wife’) indicate increased mental health struggles for (possibly gay) women. We suspect ‘my husband’ is neutral for women because there are roughly equal numbers of users praising and condemning their husbands.

Beyond sexuality, we see that some familial terms have differing predictive interpretations across genders. ‘my mum’ is predictive of depression for men and control for women, while the reverse is true for ‘my son’. This suggests a substantial difference in parent-child relationships depending on the gender of each: each gender appears to have an affinity for family members of the same gender.

We also highlight a few features with broader societal interpretations. ‘trump’ is strongly predictive of depression among women but neutral for men. This is consistent with the well-known ‘gender gap’ phenomenon and could also indicate that mental health is in part a function of political climate. The LIWC category ‘money’ is slightly depression predictive for women and control-predictive for men. Similar to the above, this could be an artifact of the wage gap: money topics may be more stressful for women because they tend to earn less money for the same amount or more work.

6 Discussion

In this paper we showed that depression predictions do indeed exhibit gender bias. This was evidenced by a substantially better performance when predicting depression among males than when predicting among females. We also identified terms that are used differently between men and women, providing insight into the manifestations of depression beyond modeling dynamics.

6.1 Open Questions and Future Work

As hinted in the introduction, the key open question is does gender confound depression predictions? In
other words, does gender both affect depression predictions and the features we use to predict it? There are numerous plausible explanations for why both of these causal relationships may hold or not hold, but without a rigorous causal analysis, it is not possible to rule any one explanation out in favor of another.

To properly evaluate whether a associational relationship is in fact causal, the causal framework requires ‘intervening’ on an independent variable while holding other variables in the system constant to see whether there are changes in the dependent variable. Here, that means intervening on gender, which is infeasible to carry out directly.

There may however, be some viable proxy approaches for simulating the intervention on gender. One such approach would entail fitting a model to predict the ground truth gender and then using a clustering algorithm to find male and female centroids based on the most predictive features in the gender prediction model. The analyst could then simulate an intervention on gender for the purposes of analyzing changes to depression prediction by replacing the user’s feature vector in the depression inference model with each gender centroid vector. This approach will not permit a true causal interpretation but it could provide insights into the relationship between gender and depression prediction beyond those gained from the simple models studied in this work. Unfortunately this approach cannot be applied to analyzing the relationship between gender and the text features since it entails changing those text features.

Outside of the explicit question of confounding, we can ask how do we correct for the performance differentials across demographic groups when predicting depression?. As hinted earlier, an obvious approach with support in the literature (Amir et al., 2019) is to simply collect ‘better’ data. This is an unsatisfying answer, however, since good data is often hard to come by or expensive to collect. Instead, we can again turn to causal inference ideas to try to address data quality issues. We can potentially use methods from the causal fairness literature to impose constraints on depression models to ensure negligible differences in prediction performance. For instance, following (Nabi et al., 2019), we could impose a constraint that requires that the total effect of gender on depression predictions is zero, or, plainly, that there is no difference in model performance when we do or don’t condition on gender.

6.2 Limitations

Aside from the limitations described above, i) all users in our cohort posted in r/AskMen or r/AskWomen (which we used to derive ground truth) and ii) we re-balanced our data sets due to insufficient numbers of depressed users in the ‘representative’ population. These decisions could reduce the generalizability of our results. One way to address this would be to collect data on more users by expanding the study period and by consulting other subreddits with gender self-disclosure such as r/relationships (Wang and Jurgens, 2018).

Additionally, while our use of self-disclosed genders increases scalability, this could induce bias in two ways. Users could be dishonest in their disclosure and, even if they aren’t, users who choose to self-disclose could be fundamentally different from the general population. It’s likely that the only solution is to collect data external to Reddit about Reddit users’ genders as a more reliable supplement to our data.

Finally, our depression labels were not obtained via self-disclosures. Rather, they were defined based on
Figure 2: Features in common between the male- and female-trained models with the 50 highest scoring features in each quadrant labeled

whether the user posted in the r/depression subreddit. While this approach is consistent with data collection approaches from the literature (De Choudhury et al., 2013), it is likely to induce some noise. For instance, a user could post in the subreddit to seek support for a friend or relative, rather than for themself and would therefore be incorrectly labeled as depressed. One way to address this would be to take a more nuanced approach to labeling. For instance, we could use regular expressions matched on the text of r/depression posts to develop a more exclusive labeling policy that filters out users who are not seeking personal support.

6.3 Ethics
As in any applied setting it is necessary to weigh the potential advantages and harms of carrying out our research agenda. This work has the potential to cause harm in a couple key ways.

First, as previously mentioned, we restrict attention to users satisfying a narrow and dated ‘folk’ definition of gender in line with much of the existing research in the space of computational psychology. This is done at the cost of excluding non-binary individuals, who potentially stand to benefit the most from this work due to the increased prevalence of depression in gender non-conforming populations. Furthermore, excluding any marginalized population from a study of this type has the potential to reinforce existing biases. For instance, if our model had demonstrated improved prediction performance for the binary genders, that could lead to worse performance for the unstudied groups.

Second, while we infer depression status from Reddit users with the goal of alleviating harms, these approaches could be harnessed with malice to identify and target already vulnerable individuals whose screen names and posting behavior are public.

On the other hand, there is great potential in this study and the work that will follow it. Identifying obstacles to model deployment for a restricted population will likely aid in correcting those obstacles for the entire population. This would substantially improve the performance and, more importantly, the clinical utility of mental health surveillance models. Given the potential benefits of this study we feel it is better to proceed, with care and transparency, rather than sit idle for lack of perfect answers to address the issues the work poses.
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Abstract
Eating disorders are a growing problem especially among young people, yet they have been under-studied in computational research compared to other mental health disorders such as depression. Computational methods have a great potential to aid with the automatic detection of mental health problems, but state-of-the-art machine learning methods based on neural networks are notoriously difficult to interpret, which is a crucial problem for applications in the mental health domain. We propose leveraging the power of deep learning models for automatically detecting signs of anorexia based on social media data, while at the same time focusing on interpreting their behavior.

1 Introduction and Previous Work
Anorexia nervosa (AN) is a type of eating disorder that leads to multiple psychiatric and somatic complications and constitutes a major public health concern. It involves a restriction of energy intake in relation to needs, leading to significantly low body weight in relation to age, sex, developmental course and physical health. It includes among its typical symptomatology an intense fear of gaining weight or becoming fat and a distortion of one’s body image (APA, 2014).

The incidence of AN, like that of other eating disorders (ED), has increased in recent decades. In a systematic literature review for the 2000-2018 period (Galmiche et al., 2019), the reported weighted means of lifetime ED (proportion of EDs at any point in life) were 8.4% (3.3–18.6%) for women and 2.2% (0.8–6.5%) for men. The authors also report that the weighted means of point ED prevalence increased over the study period from 3.5% for the 2000–2006 period to 7.8% for the 2013–2018 period. This highlights a real challenge for public health and healthcare providers.

In an attempt to understand the psychosocial origins of anorexia nervosa, some studies have investigated how body image is shaped in people suffering from this mental disorder (Giordani, 2006, 2009; Giacomozzi and da Silva Bousfield, 2011). From early research in social psychology we already know that body image, in an existential context, is the revelation of an identity that the subject constructs in the frame of concrete social relations (Goffman, 1963). From a sociological perspective, some research proposes to understand bodies attending the interaction with social forces (Turner, 2008). From anthropology, new uses of bodies (tattoos, piercings, etc) support Le Breton’s idea about the study of body in modernity as an unfinished material, as “a place of self-presentation” (Le Breton, 2011). This body of research could be applied to the study of anorexia nervosa without forgetting the enormous symbolism of the act of eating. It is well established that eating with others (Dunbar, 2017) and eating the same food as the others is a major symbol of social integration (Harris, 1971; Young et al., 1971).

Mental health disorders in general, as a very significant public health matter (World Health Organization, 2012), have received attention in previous research in computational studies as well. The majority of research has focused on the study of depression (De Choudhury et al., 2013; Eich-
staedt et al., 2018; Abd Yusof et al., 2017; Yazdavar et al., 2017), but other mental illnesses have also been studied, including generalized anxiety disorder (Shen and Rudzicz, 2017), schizophrenia (Mitchell et al., 2015), post-traumatic stress disorder (Coppersmith et al., 2014, 2015), risks of suicide (O’dea et al., 2015), and self-harm (Losada et al., 2019; Yang et al., 2016).

For anorexia, there are very few studies approaching the problem from a computational perspective. To our knowledge, the only publicly available social media dataset dedicated to anorexia is the eRisk dataset (Losada et al., 2019). The winners of eRisk’s shared task on anorexia detection (Mohammadi et al., 2019) used a hierarchical attention network and obtain a state-of-the-art F1 score of 0.71. In (Cohan et al., 2018) the authors introduce a dataset annotated for multiple mental disorders including anorexia. Another study (Amini and Kosseim) on the explainability of anorexia detection models analyzes attention weights of a neural network to show that attention at the user level correlates with the importance of individual texts for classification performance.

Explainability of machine learning models, especially in the field of mental health, is a very important issue. In practice, models based on neural networks are vastly successful for most NLP applications, even though they have been only briefly explored in existing computational studies on mental disorders. Nevertheless, neural networks are notoriously difficult to interpret. While there is increasing interest in the field of explainability of machine learning models including in NLP (Gilpin et al., 2018), there are fewer such studies for mental health disorder detection.

In the name of transparency, it is essential for any automatic system that can assist with mental health disorder detection to make its decision-making process understandable. Especially in the medical domain, using black-box systems can be dangerous for patients (Zucco et al., 2018; Holzinger et al., 2017). Moreover, recently, the need of explanatory systems is required by regulations like the General Data Protection Regulation (GDPR) adopted by the European Union.

While many quantitative studies in the computational analysis of mental health use features such as lexicons (Trotzek et al., 2017; De Choudhury et al., 2014) to study the manifestations of mental disorders in user-generated data, these models are very limited computationally in comparison to deep learning models. The behavior of powerful classifiers modelling complex patterns in the data has the potential to help uncover manifestations of the disease that are potentially difficult to observe with the naked eye, and thus be useful not only as tools for the detection of disorders, but also as analysis instruments for generating insights and potentially assisting clinicians in the diagnosis process.

In our study, we propose using deep learning as a tool to aid with a deeper investigation of anorexia manifestations in social media texts. We train a hierarchical attention network to classify people with anorexia against control cases based on their social media activity. This architecture has been shown to provide good results for anorexia detection, and additionally includes in the model a series of features that encode different levels of the language (style, emotions, topics etc). To our knowledge this has not been done in previous work, and allows us the advantage of a more interpretable model. We interpret the predictions of the network as well as its hidden layers as a way to identify different patterns of anorexia symptoms in social media users, which we analyze in view of the different features, and offer hypotheses on the different patterns observed from a psychological perspective. Thus, we aim to answer the following research questions:

**RQ1.** Is it possible to leverage complex deep learning models and their encoding power in order to identify different patterns of anorexia symptoms in social media texts?

**RQ2.** Can we characterize the differences between different groups of people with anorexia based on psycho-linguistic and emotion features, and measures of personality traits?

**RQ3.** Could we identify some features to explore the hypothesis that anorexia nervosa is a way to express some degree of conflict with one’s own group?

2 Classification Experiments

In order to explore the proposed hypotheses, we start by building a deep learning model in order to automatically classify texts belonging to users with anorexia and control cases.

2.1 Dataset

**eRisk Reddit dataset on anorexia.** The eRisk CLEF lab is focused on the early prediction of

1https://early.irlab.org/
mental disorder risk from social media data, focused on disorders such as depression (Losada et al., 2018), anorexia and self-harm tendencies (Losada et al., 2019, 2020). Data is collected from Reddit posts and comments selected from specific relevant sub-reddits. Users suffering from a mental disorder are annotated by automatically detecting self-stated diagnoses. Control cases are selected from participants in the same sub-reddits (having similar interests), thus making sure the gap between healthy and diagnosed users is not trivially detectable. A long history of posts are collected for the users included in the dataset, up to years prior to the diagnosis. The dataset on anorexia, released as part of eRisk 2019 (Losada et al., 2019), contains 823,754 posts collected from 1,287 users, of which 10.4% are anorexic users.

2.2 Model and Features

We choose a hierarchical attention network (HAN) as our model: a deep neural network with a hierarchical structure, including multiple features encoded with LSTM layers and two levels of attention. HANs have previously shown to be successful for the detection of anorexia in social media. (Amini et al., 2018)

The HAN is made up of two components: a post-level encoder, which produces a representation of a post, and a user-level encoder, which generates a representation of a user’s post history. The post-level encoder and the user-level encoder are modelled as LSTMs. The word sequences encoded using embeddings initialized with GloVe pre-trained embeddings (Pennington et al., 2014) and passed to the LSTM are then concatenated with the other features to form the hierarchical post encoding. The obtained representation is passed to the user-encoder LSTM, which is connected to the output layer. We use the train/test split provided by the shared task organizers, done at the user level, making sure users occurring in one subset don’t occur in the other. Since individual posts are too short to be accurately classified, we construct our data points through concatenating groups of 50 posts, sorted chronologically. We use a weighted loss function to compensate for the class imbalance. The architecture of the model is shown in Figure 1.

We represent social media texts using features that capture different levels of the language (semantic, stylistic, emotions etc.) and train the model to predict anorexia risk for each user.

Content features. We include a general representation of text content by transforming each text into word sequences, represented as embeddings.

Style features. The usage pattern of function words is known to be reflective of an author’s style, at an unconscious level (Mosteller and Wallace, 1963). As stylistic features, we extract from each text a numerical vector representing function words frequencies as bag-of-words, which are passed through an additional dense layer of 20 units. We complement function word distribution features with other syntactical features extracted from the LIWC lexicon, as described below.

LIWC features. The LIWC lexicon (Pennebaker et al., 2001) has been widely used in computational linguistics as well as some clinical studies for analyzing how suffering from mental disorders manifests in an author’s writings. LIWC is a lexicon mapping words of the English vocabulary to 64 lexico-syntactic features of different kinds, with high quality associations curated by human experts, capturing different levels of language: including style (through syntactic categories), emotions (through affect categories) and topics (such as money, health or religion).

Emotions and sentiment. We dedicate a few features to representing emotional content in our texts, since the emotional state of a user is known to be highly correlated with her mental health. Aside from the sentiment and emotion categories in the LIWC lexicon, we include a second lexicon: the NRC emotion lexicon (Mohammad and Turney, 2013), which is dedicated exclusively to emotion representation, with categories corresponding to a wider and a more fine-grained selection of emotions, containing the 8 Plutchik’s emotions (Plutchik, 1984), as well as positive/negative sentiment categories: anger, anticipation, disgust, fear, joy, sadness, surprise, trust. We represent LIWC and NRC features by computing for each category the proportion of words in the input text which are associated with that category.
Table 1: Precision, recall, F1 (positive class) and AUC scores anorexia classification.

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HAN</td>
<td>.60</td>
<td>.63</td>
<td>.60</td>
<td>.96</td>
</tr>
<tr>
<td>RoBERTa</td>
<td>.64</td>
<td>.69</td>
<td>.70</td>
<td>.83</td>
</tr>
<tr>
<td>ALBERT</td>
<td>.78</td>
<td>.54</td>
<td>.65</td>
<td>.77</td>
</tr>
<tr>
<td>LogReg</td>
<td>.55</td>
<td>.45</td>
<td>.49</td>
<td>.90</td>
</tr>
</tbody>
</table>

These are concatenated with the other features to form the post-level encodings, which are then stacked and passed to the final user-level LSTM which is connected to the output layer.

2.3 Classification Results

The results obtained with our neural network for the detection of anorexic users are shown in Table 1. As performance metrics we compute the F1-score of the positive class and the area under the ROC curve (AUC), which is more robust in the case of data imbalance. We compare the results of our model with baselines such as a logistic regression model with bag-of-word features, and transformer-based models including RoBERTa (Liu et al., 2019) and ALBERT (Lan et al., 2019) with word sequences as features.

Our HAN model achieves the best results in terms of AUC. In the following sections, we explore this model in more depth in order to explain its behavior and leverage it to discover insights on linguistic patterns associated with anorexia.

3 Explaining Predictions

In this section we present different analyses meant to uncover insights into how the model arrives at its predictions, first looking at the attention weights and abstract internal representations of the data in the layers of the neural network, and secondly providing several feature-focused analyses, using emotions and LIWC categories, as well as personality markers.

3.1 Attention Analysis

Attention is a mechanism frequently used in recurrent neural networks in order to weigh the parts of the input sequence differently according to their importance for prediction. Attention weights are learned by the network, and thus can be used as a means to interpreting its decisions. In our models we include recurrence at the user level, along with an attention layer, which can thus be used to infer the weight placed on each part in a user’s post history by the neural network.

In Figure 2, we show an example post (with noise added in view of anonymizing the author) with words and sentences highlighted according to the attention weights provided by the neural network, showing in green the importance of words in each post, and in yellow the importance of each post. In Figure 3, we plot the attention weights for the user-level attention layer for each of the classifiers trained on the three datasets. For this experiment, we train the neural network on one datapoint for each user, so as to ensure attention weights consistently correspond to the same part of the post history for each training example. The plot shows a general increasing importance for users suffering from anorexia: posts in the end of a user’s history are more heavily weighted. This is an interesting finding, since intuition, supported by findings such as those presented in the previous sections related to emotion evolution, would suggest a user’s activity on social media becomes increasingly indicative of their mental state as time goes by.

Recent studies (Jain and Wallace, 2019; Serrano and Smith, 2019; Wiegreffe and Pinter, 2019) have questioned whether attention mechanisms necessarily help with the interpretability of neural network predictions. We further explore additional techniques in order to interpret the representations learned by the model.

3.2 User Embeddings

We continue explaining the model’s behavior by analyzing the internal representations of the neural network. We can regard the final layer of the trained neural network as the most compressed representation of the input examples, which is, in terms of our trained model, the optimal representa-
tion for distinguishing between control cases and those suffering from a disorder. Thus, the final layer (the output of the 32-dimensional user-level LSTM) can be interpreted as a 32-dimensional embedding for the input points, corresponding to the users to be classified.

We analyze the output of the user embedding layer by reducing it to 2 dimensions using principal component analysis (PCA) and visualizing it in 2D space with a kernel density estimate (KDE) plot to show the distribution of scores across the 2 dimensions (Figure 4). We make sure to train the PCA model on a balanced set of positive and negative users, then we extract 2D representations for all users in the test set. By looking at these representations, we can gain insight into the separability of the classes, from the perspective of the trained model, and better understand where it encounters difficulties in separating between the datapoints belonging to different classes.

We notice that, even in two dimensions, the groups of people with anorexia and control cases appear as separate clusters in the user embedding space, suggesting that the encodings generated by the model while training for its objective are powerful enough to separate the two groups.

We notice an interesting bimodal aspect in the distribution of positive users, which appear clustered into two distinct groups, while control cases’ representations seem to be more compact. One of the clusters of people with anorexia is more clearly distinct from control cases in this space (ANO1), while the other cluster shows a higher overlap with control cases, presumably leading to false negatives in the model’s predictions (ANO2). We suggest that the two observed clusters might represent two different groups of people with anorexia and of patterns of symptoms of anorexia, which the model is able to capture during the training process.

The problem of false negative predictions in particular is important to study, since false negatives can lead to missing cases of people with high risk of anorexia, and, left undetected, the disorder might further develop. In the following sections we take a deeper dive into the three identified clusters and attempt to interpret from different perspectives the differences among the clusters of people with anorexia and control cases.

4 Patterns of Anorexia

4.1 Clustering Method

We begin the analysis of the different patterns of anorexia manifestations by attempting to automatically identify the clusters of people with anorexia in the user embedding space. We perform k-means clustering on the user embeddings for users with anorexia in the test set, and cluster the user embeddings into 2 groups. We obtain 31 users in one cluster which we denote as \textit{ANO1}, and 43 in the second, denoted as \textit{ANO2}.

As a first analysis, we take a look at the vocabulary of the three groups. Figure 5 illustrates word clouds corresponding to the vocabulary used by the 3 groups. As we can see, in both groups where users with anorexia are present, the word \textit{people} has a greater presence suggesting it would be interesting to go deeper into analyzing the dynamics related to social relations among users with anorexia. In order to move in this direction, we will use different strategies that try to describe in more depth these three clusters and to identify the most common narratives in these clusters.

4.2 Emotions and Psycho-linguistic Features across Clusters

We analyze the three groups from the perspective of usage of emotion words and psycho-linguistic features.
categories in the LIWC lexicon. Similarly to the way we encode these features as inputs to the deep learning model, we compute the average values of prevalence (as percentages of overall word usage) for words in each category, separately for the texts in each cluster. We then identify features where there are statistically significant differences among the groups (using a t-test).

We identify separately features which show significant differences in usage across all three clusters, or just between users with anorexia and control cases. In general, we observe a pattern of ANO2 having intermediate values between users with anorexia and control cases, for most of the significant features (36 out of 75 categories show statistically significant differences among all three clusters, and for 30 of them the values for ANO2 are situated between ANO1 and control cases).

To obtain a deeper interpretation of the observed differences we select features which are most relevant to anorexia symptoms (see Table 2) and the features which refer to negative emotions. Interestingly, these features also show a distinct pattern from an error analysis perspective: if we select those categories which have lower values in misclassified examples in a statistically significant way, we obtain these four LIWC categories: anx, health, bio and ingest.

4.3 Personality Analysis

As a separate analysis, we try to analyze the different clusters from the perspective of personality types using the Five Factor Model. The Five Factor Model is a process of attributing certain psychological characteristics to an individual according to the so-called 'Big Five' taxonomy that has been developed into a laborious research paradigm initiated by the social psychologist Gordon Allport (Allport, 1937). Allport (1937) formulated The lexical hypothesis proposing that most of the socially relevant and salient personality characteristics have become encoded in the natural language (John et al., 1999). After decades of research, the field is approaching consensus on a general taxonomy of personality traits, the “Big Five” personality dimensions. The five factors are openness to experience (1) conscientiousness (2) agreeableness (3) extraversion (4) and neuroticism (5), as emotional stability. Exploiting this theoretical framework to extract information about users’ personality from their posts means identifying such semantic associations and mapping the text around the five factors according to the words referring to them. An effective approach to do this consists in the one proposed by Neuman and Cohen (2014): the evidences of a particular personality trait are summarised into a score, which is calculated as the semantic similarity between the context-free word embedding representations respectively of the text written by the author and of the set of the benchmark adjectives (i.e., the terms empirically observed to be able to encode each of the five personality aspects according to the 'Big Five' framework). In more detail, for each trait, Neuman and Cohen (2014) define a positive and a negative sub-dimension, which correspond respectively to the possession of a sufficient degree of a given factor or, vice versa, the evidence of the exact opposite characteristic. Neuman and Cohen (2014) associate a small series of benchmark adjectives to all the 19 sub-dimensions. In the Appendix we list in full the adjectives that make up the vectors associated with each personality trait.

The set of the benchmark adjectives for the personality traits proposed by Neuman and Cohen has been successfully employed in other tasks such as profiling fake news spreaders (Giachanou et al., 2020). We use a similar approach, and measure personality scores by computing the overlap of the words in the defined vectors for each trait with the words used in each text in our dataset, normalized by text length. Following this approach we found significant differences (p-value <.005) between users with anorexia and control cases in three factors: Agreeableness (+) (-), Extraversion (-), Neuroticism (+).

As we can see in Table 3, in Extraversion (-) the difference is statistically significant when we
compare users suffering from anorexia with control cases, but not between the two clusters of people with anorexia. It seems that more introverted personality traits characterize users who suffer from anorexia. The same applies to the factor Agreeableness, in positive and in negative sense, the difference in agreeableness is statistically significant among people suffering from anorexia and control cases. Users suffering from anorexia show more characteristic traits of a pleasant personality and unpleasant personality than those who do not suffer from this disorder. The explanation for this difference, in positive and in negative traits, may be related to a greater manifestation of emotions and feelings among people with anorexia.

With the factor measuring Neuroticism (+) we find statistically significant differences among the three clusters suggesting that users in ANO1 are at a more severe stage of this mental disorder than ANO2 because they have higher scores in this factor. Neuroticism speaks about emotional instability that leads to frequent experiences of negative emotions and which is said to result from a low ability to handle stress or strong external stimuli.

### 5 Identifying Different Narratives and Cognitive Styles

In RQ3 we raised the possibility of exploring if some features from LIWC and emotion lexicons allow us to identify among users with anorexia a higher degree of conflict with their own group and some degree of social isolation.

As we can see in Table 4, users with anorexia talk less about work, money and leisure (LIWC categories) than control cases. The absence of words from these three categories tells us about a certain degree of social isolation. These results connect with a pattern that we find in the use of personal pronouns among the different clusters.

As we can observe, users with anorexia employ significantly fewer words under the category we (we, us, our), a clear linguistic marker of a sense of belonging. Users in ANO1 use it significantly less than users in ANO2 and than control cases, suggesting that a higher degree of conflict with one’s own group or a higher degree of social isolation may be linked to the more severe manifestations of anorexia. The opposite pattern is found in the use of the first person pronouns that LIWC collects under the category I (I, me, mine): users suffering from anorexia use it significantly more than control cases and cluster ANO1 uses it significantly more than cluster ANO2.

Three other features expressing social processes, family, friends and humans are more present in the narratives of users with anorexia than among control cases. The greater presence of these linguistic categories may indicate a greater centrality of social relations in the identity of these subjects suffering from anorexia. We would need to design new strategies to go deeper into this interpretation, but this greater centrality of social relations categories in people with anorexia could be derived, precisely, from a greater degree of conflict with the social environment.

We also observed in Table 5 some differences among clusters in relation to some LIWC categories related to cognitive and perceptual processes. These differences may indicate the existence of different cognitive styles between users who suffer from anorexia and those who do not.

**Cognitive style** is a concept used in cognitive
psychology to describe the way individuals think, perceive, and remember information (Grigorenko and Sternberg, 1995). Research in psychology suggests that some cognitive styles are more prevalent in some patients suffering from depression and anorexia (Lo et al., 2008; Kaye et al., 1995).

As we can see in Table 5, people with anorexia use in their narratives more words that LIWC classifies as cognitive processes (cogmech) than control cases and the difference is also statistically significant between clusters ANO1 and ANO2. A greater presence of these traits among users with anorexia is indicative of a special effort to reason about reality, which is also a characteristic of conflictual states. We could also consider that this effort to understand involves the subject at a personal level because we see a higher presence of words belonging to the feel category among users with anorexia. Feel is, among the perceptual process in LIWC, the one that involves the subject at a deeper level.

Within cognitive processes we find it interesting to analyze certain features such as certainty, tentative and causation where there are significant differences among clusters. Certainty expresses a rigid or absolute style of thinking and tentative expresses a more flexible or less absolute style of thinking. We find significant differences in these two categories between users with anorexia and control cases. Certainty is more used in narratives from users suffering anorexia and could indicate a major degree of cognitive conflict. We see the opposite pattern with tentative, that just expresses a flexible style. It could be expressing the two sides of the same phenomenon.

With causation we only found statistically significant differences between ANO1 and the other two clusters (similarly to what we found for the expression of fear, as seen in Table 2). Reasoning about causes indicates an effort to understand the world that shows a healthier position of the subjects, and one possible interpretation is that users in ANO1 have abandoned this explanatory activity as a result of a greater feeling of helplessness and feeling more fear.

6 Connection to Clinical Research

Trying to identify different groups of patients who claim to suffer from anorexia nervosa or have compatible symptomatology may be a way to develop a better understanding of this complex pathology (Clinton et al., 2004). Research such as that of Viborg et al. (2018) shows a relationship between six clusters of young adolescents suffering from anorexia and higher levels of psychological difficulties and lower levels of body esteem. However, these clusters rely exclusively on symptomatology linked to eating behavior. We think that our results show that a deep learning model applied to social media texts allows us to identify clusters of patients considering more variables than those related to the eating disorder itself.

From these initial results we can provide some insights to clinical discussion. More and more clinicians (Gutiérrez and Carrera, 2021) ask themselves about the intractability of anorexia nervosa, including the disconcerting aspect of the recovery of a significant number of patients not receiving formal treatment (Keski-Rahkonen, 2014). As Gutiérrez and Carrera (2021) state in a recent review of this issue, Bruch’s proposal regarding the characterization of typical anorexia in terms of Body Image Disturbances (BID) (Bruch et al., 1974) and the relevance of this construct in different editions of the Diagnostic and Statistical Manual of Mental Disorders (APA, 2014), may have over-directed clinical practice, rendering other aspects of psychopathology invisible and increasing the numbers of patients diagnosed as atypical cases.

Analyzing the language of people suffering from anorexia, we found traces of problems that could guide new approaches indicating the existence of a conflict between the patient and his or her own group: lower use of the first person plural and a greater presence of features expressing social processes. Some research focusing on the discourse analysis of people suffering from anorexia points to the existence of a link between acting on one’s own body as a mechanism to take control over their lives (Malson and Ussher, 1996).

Our results may indicate that a possible origin of this need of control could be the social conflict with one’s own group and the inability to communicate this conflictual situation. In this sense, Botta and Dumlao (2002) have shown the relationship between parent-child conflict and family communication styles and the development of eating disorders. In addition, Davies et al. (2012) have demonstrated in their experimental research the relevance of a verbal expression of emotions in patients with anorexia nervosa. More research is needed, for instance it may be interesting to revisit one of Bruch’s ideas in her seminal work which has not been as
Table 5: Features about cognitive styles (cognitive processes and perceptual processes), percentage of average usage per cluster.

<table>
<thead>
<tr>
<th></th>
<th>ANO1</th>
<th>ANO2</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>cogmech***</td>
<td>16.43</td>
<td>15.88</td>
<td>14.58</td>
</tr>
<tr>
<td>feel**</td>
<td>0.86</td>
<td>0.86</td>
<td>0.43</td>
</tr>
<tr>
<td>certain**</td>
<td>1.55</td>
<td>1.69</td>
<td>1.04</td>
</tr>
<tr>
<td>tentative**</td>
<td>3.09</td>
<td>3.01</td>
<td>3.13</td>
</tr>
<tr>
<td>causation**</td>
<td>1.71</td>
<td>1.85</td>
<td>1.87</td>
</tr>
</tbody>
</table>

Successful as her concept of BID: the description of anorexia as “a communicative disorder” which is experienced as a means of taking control over one’s body as a pseudosolution to intra- and interpersonal difficulties (Bruch, 1978). Following this idea, we think that deep learning models applied to social media data can open an interesting avenue to explore the language of people suffering from anorexia and provide elements for further clinical discussion.

7 Ethical Considerations

Powerful machine learning models that can be trained to detect or predict the development of mental health disorders can be very valuable, but any deployment of a tool for mental disorder detection should take into account potential ethical concerns. If such tools are used by third parties (such as employers seeking to filter candidates based on their mental health profile), this could compromise the privacy of the subjects. We suggest that the development of an ethical standard is necessary, and that launching such tools could be accompanied by an ethical statement to constrain its use.

Moreover, it is ethically necessary, and recently even required by regulations in some countries (such as countries in the European Union) that artificial intelligence models used in the mental health domain have interpretable behavior. We hope that we were able to take a step forward in this direction, by providing an in-depth explanation of the representations generated by our neural network, and thus facilitating trust in the predictive model.

8 Conclusions and Future Work

In this study, we have approached the problem of detecting people suffering from anorexia in social media thorough training a deep learning model, and taken it a step further by explaining the behavior of the model. Based on this, we identified different clusters of users suffering from anorexia with regards to the manifested symptoms, as encoded by the trained model (RQ1). We presented several analyses for interpreting the decisions of the model trained to profile social media users at risk of developing anorexia, going beyond more common techniques such as attention weight analysis, and including hidden layer analysis and error analysis at different levels of the language for better understanding how mental disorders manifest in social media data (RQ2).

We have shown that we can interpret the detected clusters from the point of view of the social behavior of people with anorexia (RQ3), and provided in-depth interpretations of these patterns as a sociopsychological phenomenon. To our knowledge, our approach and findings are novel in the domain of the computational study of anorexia, and encourage us to go deeper into the analysis of these patterns, such as looking into the use of pronouns in relation with emotions, which could help identify more clearly the existence of a social conflict.

From a technical perspective, a more sophisticated analysis of the features included here (LIWC categories, emotions and personality vectors) could be achieved by using more semantically rich representations than bag-of-words. One such approach would be using word embeddings to identify sub-emotions (Aragón et al., 2019) starting from Plutchik’s 8 emotions.

Moreover, including a temporal dimension as a variable could also reveal additional insights such as cases of patients with symptoms moving from one cluster to another over time. The possibility to categorize people with anorexia into different groups according to their symptoms might help with identifying those people at a higher risk of more serious developments of their disorder and also could give some inputs for for a more in-depth discussion of symptomatology in clinical forums.

Finally, it would also be interesting to explore the connection between anorexia and other mental disorders or manifestations such as suicide attempts.
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Appendix

A Hyperparameter configurations for the neural network

A.1 Hierarchical attention network

- LSTM units (post encoder) = 128
- dense BoW units = 20
- dense lexicon units = 20
- LSTM units (user encoder) = 32
- dropout = 0.3
- \( l_2 = 0.00001 \)
- optimizer = Adam
- learning rate = 0.0001
- early stopping patience = 20
- epochs = 20
- maximum sequence length = 256
- posts per chunk = 50

B Adjective vectors for each personality dimension

**EXT+**: dominant assertive authoritarian forceful assured confident firm persistent

**EXT-**: nervous modest quiet forceless afraid shy calm indecisive

**AGR+**: tender gentle soft kind affectionate helpful sympathetic friendly

**AGR-**: cruel unfriendly negative mean brutal inconsiderate insensitive cold

**CON+**: organized orderly tidy neat efficient persistent systematic straight careful reliable

**CON-**: distracted unreliable incompetent wild inefficient disloyal chaotic confused messy disorganized

**NEU+**: worried stressed anxious nervous fearful touchy guilty insecure restless emotional

**NEU-**: balanced stable confident fearless calm easy-going relaxed secure comforted peaceful

**OPN+**: philosophical abstract imaginative curious reflective literary questioning individualistic unique open

**OPN-**: narrow-minded concrete ordinary incurious thoughtless ignorant uneducated common conventional restricted
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