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Introduction

Welcome to the Workshop on Cognitive Modeling and Computational Linguistics (CMCL)!!

We reached the 11th edition of CMCL, the workshop of reference for the research at the intersection
between Computational Linguistics and Cognitive Science. This is the 2nd edition in a row that will
be held entirely online because of the COVID-19 pandemic. Although we won’t have the possibility
of meeting in person in charming Mexico City, the program of CMCL 2021 is one of the richest and
most interesting in the recent history of the workshop. We received 26 regular paper submissions and
17 were accepted for publication, for a total acceptance rate of 65.3%. We also received 4 non-archival
submissions (extended abstracts or cross-submissions), 2 of which were accepted for presentation.

This year’s accepted papers spanned a highly diverse range of questions centering on language, cognition,
and computation. Several papers unified computational methods with neurobehavioral data, including
EEG, MEG, and fMRI. Many of the papers leveraged state-of-the-art, transformer-based language
models to distinguish between two competing theories of sentence processing. Still others probed
the differences between language comprehension and language production, and whether it is feasible
to treat them similarly for the purposes of explaining language use. Outside of sentence processing,
accepted papers also probed the relationship between language and emotion; the graph structure of
phonology; and lexical comprehension. Accepted papers spanned several grammatical formalisms,
including Combinatory Categorial Grammar, Construction Grammar, and dependency grammars, in
addition to statistical approaches. These diverse perspectives on cognition modeling and computational
linguistics promote our scientific community’s continued growth.

Additionally, as a novelty of this year’s edition, we have organized a shared task on eye-tracking
data prediction for English, and we accepted 10 system description papers. The ability to accurately
model gaze features is vital to advance our understanding of language processing. Therefore, we
posed the challenge of predicting token-level eye-tracking metrics recorded during natural reading.
The participating teams submitted predictions generated mainly with two approaches: (1) Tree-based
boosting algorithms with extensive feature engineering and (2) neural networks trained for regression
such as fine-tuning transformer-based language models. The features for training the systems included
surface features, lexical and syntactic features, token probability features, and text complexity metrics,
as well as representations from state-of-the-art language models, such as BERT, RoBERTa, and XLNet.
The winning team presented a linguistic feature-based approach.

Also for this year, the contribution of our PC members in thoroughly reviewing and selecting the best
papers has been invaluable. Here we wish to deeply thank all of them for their time and effort.

We also thank Afra Alishahi and Zoya Bylinskii, our keynote speakers, for having accepted our invitation.

Finally, thanks again to our sponsors: the Japanese Society for the Promotion of Sciences and the
Laboratoire Parole et Langage. Through their generous support, we have been able to offer fee waivers
to PhD students who were first authors of accepted papers, and to offset the participation costs of the
invited speakers.

The CMCL 2021 Organizing Committee
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