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(3) This study was funded by the NHMRC ( ID#403933 ) .

Ground Truth:
    UK Medical Research Council ---- U.1300.00.004
Preds: 
    UK Medical Research Council ( WBS ---- U.1300.00.004

Ground Truth:
    NHMRC  ---- ID#403933

Preds: 
    NHMRC  ---- None

Grant relation error ( PMC 15.79% /  arXiv 8.24 % )

Funder entity error ( PMC 55.79% /  arXiv 68.23 % )

GrantID entity error ( PMC 28.42%  /  arXiv 23.53% )

(1) Work in the P. Cortes laboratory is supported in part by  
R01AI07880 from NIH, and past support form the 0R56AI070532-
01A1 ( NIH ), RSG-04-191-01 from American Cancer Society, a 
Leukemia and Lymphoma Society Scholar Award 

Ground Truth:
    NIH, ---- R01 AI07880
    NIH ---- R56AI070532-01A1
    American Cancer Society ---- RSG-04-191-01
    Leukemia and Lymphoma Society Scholar Award ---- RSG-04-191-01
Preds: 
    NIH, ---- R01 AI07880
    NIH ---- R56AI070532-01A1
    American Cancer Society ---- RSG-04-191-01
    Leukemia and Lymphoma Society Scholar Award ---- None

(2) Funding CE, KH and HL are funded by the UK Medical 
Research Council ( WBS U.1300.00.004 ).

Figure 4: Example of error cases from the GrantRel RE
model. There are three types of errors, each of which
is statistically analyzed on PMC test set and arXiv test
set.

very high recall. Compared with RE and Key+RE
models, the framework with the sentence classifier
achieved a significantly higher precision. Mean-
while, the sentence classifier could reduce search
costs. In our experiments, the RE model could
process 25 sentences per second. In contrast, our
framework could process 50 sentences per second
by filtering out the non-funding sentences.

5.5 Case study
We review the results from different models and se-
lect some cases for further analysis in this section.

First, we examine the results from RE models
with different features in Figure 3. In case (a),
only the GrantRel identified correct funder names
and grant relations. The base model GrantRel-
base matches each agency to all grant numbers.
GrantRel-pos produced the correct relation. How-
ever, GrantRel-ctx built the wrong connection be-
tween DST-SERB and ID160343. We speculate that
the context information for the entity and the ID
may not work. But, the distance between the two

Grant Sent. Grant Info.
Pipelines Prec. Rec. F1 Prec. Rec. F1

RE - - - 12.0 94.9 21.3
Key + RE 51.0 74.3 60.5 86.1 68.9 76.5
Clf + RE 85.6 100 92.2 85.7 93.3 89.4

Gold + RE 100 100 100 89.8 93.3 91.6

Table 4: The pipeline performance on Grant-SP.
Clf+RE is the GrantRel framework; Key+RE selects
the funding sentence by keywords matching; Gold+RE
uses the ground truth to select funding sentence; and
RE extracts grant information on each sentence.

entities is too long. As a result, only models that
incorporate position information output the correct
relation. In case (b), GrantRel-base still had terri-
ble performance. For the sentences with grantIDs
that are located at the front of their corresponding
funders, GrantRel-pos performed poorly. Neverthe-
less, this case can be easily handled by considering
context information as does in our framework. By
analysis, we find that the base model intends to pre-
dict whether a funder is associated with numbers
first. If it is, the funder will be established the rela-
tions with all found grantIDs. If not, the funder will
be regarded as isolated. Context embedding can
build relations in a complicated semantic situation.
Position embedding is particularly helpful when
context embedding is inadequate or ambiguous. In
case (c), we compare our framework with Gran-
tExtractor (Dai et al., 2018). GrantExtractor can
only extract grant number 1R01GM088252 from
the sentence and infer the NIH by this ID. However,
it even misses the number 1RO1GM099669 if the
char “0” is wrongly spelled as “O”. It is easy for
our model to identify such error-spelled grantIDs.

Second, we carry out the error analysis on wrong
cases by GrantRel (see Figure 4). In case (1),
grantID RSG-04-191-01 is related not only to Amer-
ican Cancer Society, but also to Leukemia and Lym-
phoma Society Scholar Award. But the RE model
treated the following entity as an independent fun-
der. Such an example requires the model to have
a deeper understanding of semantic information.
Moreover, training data lacks such a kind of sam-
ples which make the RE model more difficult to
extract. In case (2), GrantRel wrongly recognized
the funder name, and this kind of error accounts
for the majority. In case (3), GrantRel failed to find
the grant number. This can be explained by the
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fact that the “ID” mostly appears independently
in training without being tagged as a number en-
tity. Such errors can be corrected by using more
fine-grained tokenization.

6 Conclusion

In this paper, we have presented a novel pipeline
framework named GrantRel for automatically ex-
tracting grant information from academic articles.
The framework has two components of the text clas-
sification module and the joint RE module. More-
over, we manually labelled two datasets for training
and testing modules. Compared to the previous ap-
proaches, the proposed framework has achieved
significant improvements in extracting any types
of funder names mentioned in articles. Overall, the
experiments have demonstrated that our RE model
outperforms several state-of-the-art baselines of
grant extraction.
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A Tagging Standard

In the process of dataset construction, it is a chal-
lenge to set a standard for annotations, especially
for determining funder entities. After reviewing
lots of examples, we decided to use the following
rules to determine a funder entity in our tagging.

• Apart from agencies, specific programs,
awards, foundation, and fellowships are also
regarded as funder names.

• If the name of a program, or fellowship, or
award, etc., is associated with the correspond-
ing agency, we will treat them as a whole
funder name.

• The address or abbreviation associated with
a funder name will be included as part of its
funder name.

• The sub-division associated with an agency is
viewed as part of the funder name.

B Performance Impact of the Funder
Representation

In Table 5, we examine the performance under dif-
ferent funder representations efd. The following
RE models all adopted a standard GrandRel struc-
ture (Using the adaptive embedding), with differing
only in their representation approaches of funder
names

Grant Realtion
Funder Representation Prec. Rec. F1

Head 91.71 90.00 90.85
Head+Max 91.93 89.83 90.87
Head+Mean 91.89 90.25 91.06
Head+Tail 91.46 88.90 90.16
Max 92.56 89.58 91.04
Mean 92.65 89.75 91.18

Table 5: Results of GrantRel with different funder rep-
resentations with respect to the PubMed test set.

• Head: The funder entity representation uses
the first token representation.

• Head+Max: The max-pooling of the entity
span representation metric concatenates with
the first token representation to represent the
whole entity.
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(1) (2)

(3) (4)

(5) (6)

(7) (8)

Figure 5: In each sentence, the blue-colored word is the selected funder entity, and the red-colored word is all grant
numbers in the sentence. The float number on each word represents its alpha value when calculating the adaptive
embedding under the blue-colored funder.

• Head+Mean: The average-pooling of the en-
tity span representation metric concatenates
with first token representation to represent the
whole entity.

• Head+Tail: The first token representation
concatenates the last token representation.

• Max: The max-pooling of the entity span rep-
resentation metric.

• Mean: The average-pooling of the entity span
representation metric.

It is observed that the average-pooling of the
entity span has the best performance. Hence, we
adopted this funder representation method in all
our experiments.

C Performance Impact of the Adaptive
Mechanism

Our adaptive embedding approach (GrantRel) were
compared with the simple fuse approach (GrantRel
pos+ctx), which merges both position embedding
and context embedding by simply adding them.
The results in Table 6 show GrantRel is slightly
better.

As shown in Figure 5, we further analyze the
impact of α on the embedding by using some cho-

Grant Realtion
Model name Prec. Rec. F1

GrantRel pos+ctx 92.63 89.49 91.03
GrantRel 92.65 89.75 91.18

Table 6: Comparisons between GrantRel and
GrantRel(pos+ctx) against the test set ofPubMed
relation extraction .

sen samples. For each sentence, given a funder
entity being contained in this sentence, GrantRel
calculated the value of α among all positions in Eq.
(11).

For cases (1)-(4), we examine the impact
of position embedding. As such, the out-
puts of GrantRel are compared with those of
GrantRel(pos+ctx). In sentence (1), both GrantRel
and GrantRel(pos+ctx) could recognize the grant
number, but GrantRel(ctx) could not. Besides, we
can see that the α value is high for grant number

“#N44DA-3-5515”. In sentence 2, we manually built
a case by replacing the GrantID with a more pseudo
one. At a result, GrantRel still identified it as a
grant number. But the GrantRel(pos+ctx) whose
alpha value is always 0.5 did not recognize. In case
(3), without Arabic chars in “#NNN”, GrantRel
did not identify it as an ID even with a high α
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value, either. We can conclude that if a token
is close to the funder entity, and the alpha has a
high value, the model tends to label an ID-like to-
ken into a GrantID. In case (4), GrantRel(pos-ctx)
wrongly distributed “AI46706” to “NIH”. In con-
trast, GrantRel assigned a low α value to “AI46706”
according to its context of“to WB” and thus dis-
carded this wrong relation.

In cases (5) to (8), we further explore the im-
pact of different factors, which may influence the
α value. For case (5) and case (6), the α values on
grantID “CA12345” differ largely. But the only
difference is that there is an agency of “NIH” in (6)
between two IDs. We find that α dramatically de-
creases if the local context has other funder names.
In cases (7) and (8), we find that some words can
also reduce the α value except for funder names.
Thus, the model should automatically pay more
attention to context information. For example, the
word “and” in (8) means that the previous grant
information is parallel to the following grant in-
formation. Hence the model did not establish a
connection between “CE123321” and “CIHR”.


