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A Explanation Examples

In Table 1, we show an example of how the re-
sponses and explanations looked for each of the
conditions. We also indicate in which modalities
each explanation is shown in our experiments.

B Temperature Scaling

Temperature scaling (Guo et al., 2017), a multi-
class extension of Platt Scaling (Platt et al., 1999),
is a post-processing method applied on the logits
of a neural network, before the softmax layer. It
consists of learning a scalar parameter t, which de-
creases or increases confidence. t is used to rescale
the logit vector z, which is input to softmax σ,
so that the predicted probabilities are obtained by
σ(z/t), instead of σ(z).

In our experiments, the model is set to pick from
the top 100 solutions, however, in many cases the
correct answer occurs within the top 10 items. For
our purposes we calibrate the confidence scores of
the top 10 outputs. We use the publicly available
scripts provided by Guo et al. (2017).6

The model confidence before and after calibra-
tion can be seen in Figure 6.

Figure 6: Confidence before and after calibration.

C Additional Preprocessing

Additional preprocessing to ascertain the quality of
stimuli in each modality was required. Before sam-
pling questions for the task, to ensure a high-quality
and non-ambiguous experience for MTurk work-
ers, we manually filter out several “problematic”
questions:

• Ambiguity in the question: For various ques-
tions in NQ, multiple answers can exist. For

6https://github.com/gpleiss/
temperature_scaling

example, the question: when was King Kong
released?, does not specify which of the many
King Kong movies or video games it refers
to. These cases have been known to appear
often in NQ (Min et al., 2020). We remove
such questions from our subset.

• The gold answer was incorrect: Many ex-
amples in NQ are incorrectly annotated. As it
is too expensive to re annotate these cases, we
remove them.

• Answer marked incorrect is actually cor-
rect : We present both correct and incorrect
questions to users. There are cases where
the predicted answer is marked incorrect (not
exact match) but is actually correct (a para-
phrase). We manually verify that correct an-
swers are paired with contexts which support
the answer.

• Correct answer but incorrect evidence:
The model sometimes, though not as often,
chooses the correct answer but in the incorrect
context. We discarded examples where the ex-
planation was irrelevant to the question e.g.
who plays Oscar in the office? Oscar Nuñez,
is a Cuban-American actor and comedian.. In
order to be able to make more general con-
clusions about whether explanations help in
error-detectability, we restrict our questions to
ones containing correct answers in the correct
context.

• Question and prediction do not match type.
We removed cases where the question asked
for a certain type e.g. a date, and the predic-
tion type did not match e.g. a location.

In the visual modality, to ensure readability, we
fixed capitalizations. For the spoken modality, to
ensure fluency and clarity, we manually (1) in-
serted punctuation to ensure more natural sounding
pauses, and (2) changed abbreviations and symbols
to a written out form e.g. $ 3.5 billion to 3.5 billion
dollars.

D Task Setup: Additional details

Platform and participant details. We conduct
our experiments using Amazon Mechanical Turk7.
We recruited 525 participants in total, with approval
ratings greater than 95 % and had a maximum of 8

7https://www.mturk.com/

https://github.com/gpleiss/temperature_scaling
https://github.com/gpleiss/temperature_scaling
https://www.mturk.com/
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EXPLANATION TYPE RESPONSE+EXPLANATION MODALITY

BASE The answer is, two. Spoken

CONF I am 41 percent confident that the answer is, two. Spoken

ABS I am 41 percent confident that the answer is, two. I summarized evidence from
a wikipedia passage titled, Marco Polo (TV series). Netflix cancelled the show
after two seasons, as it had resulted in a 200 million dollar loss.

Spoken

EXT-SENT I am 41 percent confident that the answer is, two. I found the following evidence
in a wikipedia passage titled, Marco Polo (TV series). On December 12, 2016,
Netflix announced they had canceled "Marco Polo" after two seasons.

Spoken/Visual

EXT-LONG I am 41 percent confident that the answer is, two. I found the following evidence
in a wikipedia passage titled, Marco Polo (TV series). On December 12, 2016,
Netflix announced they had canceled "Marco Polo " after two seasons. Sources
told "The Hollywood Reporter" that the series’ two seasons resulted in a 200
million dollar loss for Netflix , and the decision to cancel the series was jointly
taken by Netflix and the Weinstein Company. Luthi portrays Ling Ling in season
1, Chew in season 2. The series was originally developed at starz, which had
picked up the series in January 2012.

Spoken/Visual

Table 1: Explanation examples: Example of how system responses looked for each explanation type and baseline,
for the question How many seasons of Marco Polo are there?

days for approval of responses in order to minimize
the amount of spamming.

We use a random sample of 120 questions from
our dataset which remains the same across all con-
ditions. In order to keep each session per partici-
pant at a reasonable time and ensure the quality of
the data wouldn’t be affected by workers becoming
exhausted, we opted for three fixed batches of 40
questions, all split as 50 % correct and 50 % incor-
rect. Workers could only participate once (only one
batch in one condition). Participants took around
from 35-45 minutes to complete the HITs, but were
given up to 70 minutes to complete.

We monitored if their screen went out of focus,
to ensure that participants did not cheat. We en-
sured that we had 25 user annotations per question.
When analyzing the data, we remove the first 4
questions of each batch, as it may take participants
a few tries before getting used to the interface. In
the end, we collect about 21,000 test instances.

Task Instructions. Imagine asking Norby a
question and Norby responds with an answer.
Norby’s answer can be correct or wrong. If you be-
lieve Norby’s answer is correct, you can accept the
answer. If you believe it is wrong, you can reject it.
If the answer is actually correct and you accept it,
you will earn a bonus of $0.15. But, if the answer is
wrong, and you accept it, you will lose $0.15 from
your bonus. If you reject the answer, your bonus
is not affected. (Don’t worry, the bonus is extra!
Even if it shows negative during the experiment,
in the end the minimum bonus is 0). In total you

will see 40 questions in this HIT (you will only be
allowed to participate once) and the task will take
about 40 to 45 minutes. You can be compensated
a maximum of $13.50 for about 40-45 minutes of
work. Some things to note:

1. You must listen to the audio before the options
become available.

2. If you make it to the end there is a submit
button there, however, in case of an emergency
you can hit the quit early button above and
you will get rewarded for the answers you
provided.

3. You can play the audio as many times as you
need but as soon as you click a choice you
will be directed to the next item.

4. IMPORTANT!! Please do not look up ques-
tions in any search engine. We will monitor
when the screen goes out of focus, so please
keep the screen on focus or you might risk
being rejected.

5. Finally, please do not discuss answers in fo-
rums; that will invalidate our results.

E Post-task Survey

1. I found the CLARITY of Norby’s voice to be:

(a) Excellent (b) Good (c) Fair (d) Poor (e)
Very Poor

2. I found Norby’s responses to be HELPFUL
when deciding to Accept or Reject:
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(a) Strongly Agree (b) Agree (c) Undecided
(d) Disagree (e) Strongly Disagree

Can you give a few more details about your
answer?

3. I found the LENGTH of Norby’s responses to
be:

(a) Too Long (b) Long (c) Just right (d) Short
(e) Too short

4. No AI is perfect and Norby is no exception.
We are interested in helping Norby provide
responses that can help users to determine
whether to trust it or not (to accept or reject,
just as you have done in this experiment).
From your interaction with Norby, do you
have any additional feedback on what it
can improve?

F Results

Reward. Cummulative reward is the total dollar
reward in bonuses earned by a worker based on the
payoff described earlier. Note that, unlike accuracy,
the payoff matrix is not symmetric wrt. user deci-
sion and correctness of predictions. We compute
the differences in overall reward for each condition
and observe the same trends as we discussed for
accuracy. More specifically, all explanation condi-
tions improve the final user reward, with EXT-SENT

performing best in the spoken modality and EXT-
LONG performing best overall. These differences
are shown in Figure 7.

Figure 7: Reward: The scores presented here are out of
$ 2.70. Although all explanations are better than CONF,
the explanations leading to the highest rewards change
across modalities.

Time differences. We measured the time (in sec-
onds) that it took participants to complete each
question. In Table 2 we present the median times
averaged over all workers per condition. We also
include an adjusted time, subtracting the length of
the audio, in order to measure decision time.

CONDITION SEC/QUESTION ADJUSTED

SPOKEN MODALITY

BASE 10.2 ± 1.6 8.3 ± 1.6
CONF 9.4 ± 1.5 6.0 ± 1.5
ABS 24.4 ± 1.5 7.0 ± 1.4
EXT-LONG 44.9 ± 1.6 9.2 ± 1.6
EXT-SENT 24.3 ± 1.7 7.6 ± 1.7

VISUAL MODALITY

EXT-LONG 16.1 ± 1.7 -
EXT-SENT 10.4± 1.1 -

Table 2: Time differences across modalities. Time dif-
ferences in the right column have been adjusted by re-
moving the duration of the audio files. We observe that
with additional information, users can make faster deci-
sions than the BASELINE condition.

Voice quality. To verify that the quality of the
text-to-speech tool that we employed did not neg-
atively affect our experiments, we asked users to
rate the clarity of the assistant’s voice as very poor,
poor, fair, good, or excellent. Around 90 % rated
the voice as good or excellent. These results are
shown in Figure 8.

Figure 8: Voice clarity: Most participants found the
voice of the assistant to be good or excellent.

Helpfulness. Participants were asked whether
the responses helped them in their decision making.
Their responses showed that CONF and all explana-
tion conditions were perceived as helpful by at least
80% of participants, with no real differences among
them except for EXT-LONG in the visual modal-
ity (which is perceived helpful by close to 90%
of users). Interestingly, 50% of participants indi-
cated BASE to be helpful. In contrast, our results in
Figure 3 show that different explanations actually
differ in their eventual helpfulness. These results
suggest that subjective measures can sometimes
correlate with actual performance when the differ-
ences are large, but for the most-part and smaller
differences, the result from subjective rating can be
unreliable. These findings align with prior observa-
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Figure 9: Helpfulness: Participants indicated how
helpful responses were. These results reflect the large
differences we see in performance (BASE vs the rest of
the settings), but are not able to capture the more subtle
differences among explanation strategies and CONF.

tion made (Buçinca et al., 2020) that showed that
evaluating explanations on proxy metrics can lead
to incorrect conclusions. These findings are shown
in Figure 9.

User feedback. Users provided free-form writ-
ten feedback on possible ways to improve the sys-
tem. The prompt they saw was: do you have any
additional feedback on what the system can im-
prove? After converging on a final set of codes, two
annotators coded up about 400 responses across all
conditions. The codes and their descriptions can
be found in Table 3. The codes are not mutually
exclusive.

CODE DESCRIPTION CATEGORY

len-
conciseness

users wish explanation was shorter improvement on length

len-expand users wish explanation was shorter

adapt-detail users wish details adapted with con-
fidence adaptability feature

adapt-voice users wish voice adapted to confi-
dence

pres-
change-
confidence

users wish confidence would be
communicated differently e.g. the
answer is probably....

improve presentation

pres-
highlighting

users wish important facts would be
highlighted

need-more-
sources

users wish more source were pro-
vided

need-
confidence

users wish confidence was provided

need-
source

users wished a source was provided

need additional infoneed-
explanation

users wish an explanation would be
provided

need-link users wish a link was provided
need-
multiple-
answers

users wish more than 1 answer was
provided

Table 3: The codes used to uncover areas of improve-
ment from the post-experimental user feedback.

We found that many users across most condi-
tions, would like adaptability features added. Ad-
ditionally, we found that participants would like to
be provided with multiple sources which converge
on the answer. We also observe that for spoken con-
ditions, improvements on length are mentioned

more often. The full distribution of codes across
conditions is shown in Table 4.

CONDITION CODE % PARTICIPANTS

BASE

adapt-voice 50
need-
confidence

36

need-
explanation

25

need-source 17

CONF

need-
explanation

38

adapt-voice 29
pres-change-
confidence

14

adapt-detail 10
need-multiple-
answers

10

need-link 5

Spoken EXT-SENT

need-more-
sources

44

adapt-detail 28
len-conciseness 22
need-multiple-
answers

17

need-link 11
len-expand 11
pres-change-
confidence

6

Spoken EXT-LONG
len-conciseness 78
need-more-
sources

15

pres-change-
confidence

4

ABS

len-conciseness 52
need-more-
sources

22

adapt-detail 22
pres-change-
confidence

13

need-multiple-
answers

4

Visual EXT-SENT

need-more-
sources

33

adapt-detail 33
len-expand 27
need-multiple-
answers

7

Visual EXT-LONG pres-
highlighting

40

need-more-
sources

33

adapt-detail 10
need-link 10
pres-change-
confidence

7

Table 4: Distribution of codes across all conditions.
Codes are not mutually exclusive.


