Abstract
Writing mammography reports can be error-prone and time-consuming for radiologists. In this paper we propose a method to generate mammography reports given four images, corresponding to the four views used in screening mammography. To the best of our knowledge our work represents the first attempt to generate the mammography report using deep-learning. We propose an encoder-decoder model that includes an EfficientNet-based encoder and a Transformer-based decoder. We demonstrate that the Transformer-based attention mechanism can combine visual and semantic information to localize salient regions on the input mammograms and generate a visually interpretable report. The conducted experiments, including an evaluation by a certified radiologist, show the effectiveness of the proposed method. Our code is available at https://github.com/sberbank-ai-lab/mammo2text.

1 Introduction
Breast cancer represents a global healthcare problem (Glo, 2016). Increasing numbers of new cases and deaths are observed in both developed and less developed countries, only partially attributable to the increasing population age. Serial screening with mammography is the most effective method to detect early stage disease and decrease mortality. The goal of screening is to detect breast cancers when still curable to decrease breast cancer-specific mortality (Duffy et al., 2020). The European Society of Breast Imaging (EUSOBI) together with 30 national breast radiology bodies recommend that only qualified radiologists should be involved in screening programs. (Sardanelli et al., 2017).

As the amount of organized breast screening programs grows across the world, the burden on radiologists increases with it. In National screening programs such as in Holland or Sweden, radiologists may need to read 100 radiology images per hour (Abbey et al., 2020). With a growing number of screening programs, we need more trained radiologists and new technologies that can make their workflow more effective. Since one of the most time consuming procedures in radiology is writing medical-imaging reports, we explore the potential for deep-learning to automatically generate diagnostic reports of screening mammograms.

The rapid evolution of deep learning and artificial intelligence technologies enables them to be used as a strong tool for providing clinical decision-
making support to the medical community. While many problems in the area of medical imaging and text analysis have been addressed effectively, there is no known approach to generating clinical reports for mammography studies. There are various reasons for this, such as the requirements regarding the accuracy, completeness and diagnostic relevance of the clinical information contained in the report.

In this article, we present a framework (Figure 1) that takes mammograms as an input, automatically generates mammography reports, and visualizes the attention of the model to provide the interpretability of the process.

We use an encoder-decoder architecture, where the encoder extracts visual features and the decoder generates reports. We adopt a convolutional neural network, specifically EfficientNet (M Tan, 2019), to extract visual features of the four images, corresponding to the four views used in screening mammography. For language modeling, we utilize BERT (Devlin et al., 2018), inserting an additional attention sub-layer to perform multi-head attention over the regional feature embeddings produced by the encoder. We modify the Transformer-based (Vaswani et al., 2017) attention mechanism such that it attends to the visual information on four mammography views and previously generated words. We use the attention scores to build visually interpretable image-text attention mappings.

In addition to that, we conduct a series of in-depth quantitative and qualitative experiments with the help of an experienced radiologist to demonstrate the clinical validity of our approach. We compare the predictions of our models with the ground truth to understand where the models make mistakes and demonstrate that our best model successfully describes different parts of the breast, and detects pathological regions and abnormalities. We use the image-text attention scores to build visually interpretable image-text attention mappings.

To summarize, we make the following contributions in this paper:

- We propose a novel framework for mammography report generation using EfficientNet in the encoder and BERT in the decoder.

- We demonstrate that the Transformer-based attention mechanism can combine visual and textual information to localize salient regions on the input mammograms and generate a visually interpretable report.

- We conduct doctor evaluation and extensive experiments with automatic metrics to show the effectiveness of the proposed framework.

- We conduct a qualitative analysis including interpretation of image-text attention mappings to demonstrate how the model is able to generate mammography reports in a meaningful way.

2 Related work

The task of image captioning is creating a model that given a previously unseen query image generates a caption that is both grammatically and semantically correct. The main approaches to image captioning are retrieval-based, template-based and novel caption generation. In retrieval-based methods (Hodosh et al., 2013), (Ordonez et al., 2011) candidate captions for query images are selected from a pool of existing captions based on some measure of similarity. The downside of this approach is the inability to generate novel image-specific captions. In template-based methods (Farhadi et al., 2010), (Kulkarni et al., 2013), (Li et al., 2011) image captions are generated by filling the blanks in fixed templates. These methods can generate grammatically and semantically correct novel captions not present in the training set but cannot generate variable-length captions. Novel caption generation methods (Xu et al., 2015), (Yao et al., 2017), (You et al., 2016) use a representation of the query image as an input for a language model responsible for generating the captions. This approach follows the encoder-decoder architecture first applied to machine translation tasks (Cho et al., 2014).

To generate an image caption, a representation of the image must first be constructed either via generating handcrafted features or extracting such features automatically, for example using deep neural networks. Examples of hand-crafted features are local binary patterns (Ojala et al., 2002), scale-invariant keypoints (Lowe, 2004), or histograms of oriented gradients (Dalal and Triggs, 2005). Automatic feature extraction from images is commonly used by applying convolutional neural networks (CNN) (LeCun et al., 1998) to the query image. These features may be further enhanced, for example by using a spatial Transformer (Pedersoli et al., 2017).

A sub-field of image captioning is diagnostic
captioning (DC). Diagnostic captioning is automatic generation of diagnostic text based on a set of medical images of a patient. DC systems can increase the speed of producing a report for experienced physicians and decrease the number of diagnostic errors for inexperienced doctors (for a recent survey on DC methods see (Pavlopoulos et al., 2021)). The majority of the work in DC is done using encoder-decoder architecture. In addition to evaluation of grammatical and semantic correctness of captions, which is commonly assessed by calculating lexical overlap between generated captions and ground truth (Pavlopoulos et al., 2019), DC quality can be assessed by clinical correctness by conducting clinical experiments with physicians evaluating the generated reports (Zhang et al., 2019), (Liu et al., 2019).

Language models commonly used in DC usually apply recurrent neural networks (RNN) such as LSTM (Hochreiter and Schmidhuber, 1997), see (Vinyals et al., 2015) (Xu et al., 2015), with works using Transformer-based models beginning to appear (Chen et al., 2020).

A common approach in DC is the use of ‘visual attention’ that allows the decoder to focus on particular areas of input images when generating the captions (Jing et al., 2017), (Yuan et al., 2019). Such mechanisms also can be used to highlight the regions of interest on the input images adding to the interpretability of the models (Zhang et al., 2017).

3 Data

The dataset is based on data from a breast screening program in one of the Russian regions. The dataset includes about 25K screening mammography studies with clinical reports. All exams include four standard mammography views: R-CC (right craniocaudal), L-CC (left craniocaudal), R-MLO (right mediolateral oblique), L-MLO (left mediolateral oblique), with image height and width of 4644 by 3510 pixels respectively. Each study contains a brief text conclusion, clinical report and BI-RADS class. Mammography reports are written in Russian, examples in this article are translated into English. On average, the mammography report contains 55 words. All personally identifiable information has been deleted by the clinics.

We split the dataset into the training, validation and test subsets in the proportion of 91%, 4% and 5% respectively (having 22463, 934 and 1229 cases in each subset). The splits are the same for encoder pretraining and for the text generation model.

4 Method

We start with describing the formal definition of the task. Given four mammogram images $S$ we try to generate a sequence of words $Y$ that represents the mammography report:

$$S = \{I_{LCC}, I_{RCC}, I_{LMLO}, I_{RMLO}\}$$

$$Y = \{y_1, \ldots, y_C\}; y_i \in \mathbb{R}^K$$

where $I_s$ represents an image of one of the four projections, $K$ is the size of the vocabulary and $C$ is the length of the generated report. Given a set of images and the corresponding mammography report $Y$, the model maximizes the negative conditional log-likelihood:

$$\theta^* = \arg \max_{\theta} \sum_{(S, Y)} \log p(Y | S; \theta)$$

where $\theta$ is the parameters of the model. The chain rule then allows the log-likelihood of the joint probability to be factored as the sum of individual conditionals:

$$\log p(y_{1:C} | S; \theta) = \sum_{i=1}^{C} \log p(y_i | S, y_{1:i-1}; \theta)$$

The model we introduce is fundamentally an encoder-decoder. The encoder receives the set of projections as input and extracts the set of visual features using a convolutional neural network. Next, the Transformer-based decoder generates the complete mammography report given the set visual features of the images.
4.1 Encoder Pretraining

We use a deep multi-view (N Wu, 2019) CNN based on EfficientNet B0 (M Tan, 2019). We chose EfficientNet B0 because it is relatively lightweight and fits in GPU memory when using high resolution images. We have one EfficientNet instance for all views (R-CC, L-CC, R-MLO, L-MLO), i.e. model weights are shared. The first convolutional layer is replaced to accept a one-channel image.

The last convolution layer is represented as an \( m \)-dimensional vector, where \( m \) is equal to the number of channels of the last convolutional layer, here \( m = 1280 \). They are then passed through a linear layer with a ReLU activation and the output size \( d = 768 \).

4.2 Encoder Fine-tuning

Given a set of images \( S \), FourViewEfficientNet (FVEN) extracts a set of visual features:

\[
X = \{x_1, \ldots, x_r\} = \text{FVEN}(S), x_i \in \mathbb{R}^d
\]

where \( r \) is the number of sub-regions and \( d \) is the embedding size of the sub-region. Similarly to (Xu et al., 2015) we extract feature maps from the last convolutional layer, which yields a \( 4 \times 43 \times 29 \times 1280 \) tensor. The dimensions of this tensor are equal to the number of images, height, width and the number of channels respectively. The number of sub-regions \( r = 4988 \) (reshaped from \( 4 \times 43 \times 29 \)). Each sub-region as an output of the last convolution layer is represented as an \( m \)-dimensional vector, where \( m \) is equal to the number of channels of the last convolutional layer, here \( m = 1280 \). They are then passed through a linear layer with a ReLU activation and the output size \( d = 768 \).

4.3 Decoder

For the decoder part we use BERT (Devlin et al., 2018) with an additional attention sub-layer. At this point, we could use a more natural Transformer-based decoder architecture like GPT (Radford et al., 2019), but as shown in (Rothe et al., 2020) in the decoder-decoder architectures BERT as the decoder performs better than GPT. BERT uses masked language modeling for pretraining bidirectional word representations and provides contextualized word representations during the fine-tuning stage.

To use BERT as the decoder we need to insert an additional attention sub-layer, which performs multi-head attention over the output of the encoder, i.e. regional visual features. To emphasize this change we denote our decoder model as BERT\(_d\).

The predicted sequence of words can be obtained by:

\[
y_i = \text{BERT}_d(X, y_1, \ldots, y_{i-1})
\]

In our experiments we compare two variants of BERT. The first variant is RuBERT (Kuratov and Arkhipov, 2019): a BERT pretrained on the general corpus of Russian texts. The second is BERT pretrained exclusively on a medical corpus. We omit the pretraining details as they are beyond the scope of this article.

4.4 Attention mechanism

We now briefly describe how the attention mechanism is implemented in the Transformer (Vaswani et al., 2017). The input consists of three parts: queries \( Q \), keys \( K \) and values \( V \). The output is computed as:

\[
\text{Attention}(Q, K, V) = \text{softmax} \left( \frac{QK^T}{\sqrt{d_{\text{attn}}}} \right) V
\]

The matrices \( Q, K \) and \( V \) are computed as follows:

\[
Q = Q_{in} \cdot W_Q, K = K_{in} \cdot W_K, V = V_{in} \cdot W_V
\]

where \( W_Q, W_K, W_V \in \mathbb{R}^{d_{\text{model}} \times d_{\text{attn}}} \) are the embedding matrices, \( d_{\text{model}} \) is the dimensionality of the input and output, and \( d_h \) is the dimensionality of one head. This procedure is repeated \( h \) times, where \( h \) is the number of heads, which produces \( h \) different sets of queries, keys and values.

Each decoder layer consists of two sub-layers which employ this multi-head attention mechanism, but differ in the inputs \( Q_{in}, K_{in} \) and \( V_{in} \). The self-attention in the first sub-layer can attend only to the outputs of the previous decoder layer, in this case \( Q_{in} = K_{in} = V_{in} \). In the second sub-layer the attention mechanism attends to both the outputs of the encoder \( X \) and the outputs of the previous sub-layer \( Z \), thus: \( K_{in} = V_{in} = X \) and \( Q_{in} = Z \). Recall that the outputs of the encoder are regional feature embeddings of the input image set. This
Conclusion: X-ray - signs of moderately expressed fibro-cystic changes with a predominance of the glandular - fibrous component. BI-RADS category 2 (benign changes).

Protocol: Mammograms (4 projections). The glandular tissue is partially reduced, with fragmented fibroglandular tissue of heterogeneous density. The structure of the mammary glands of type 2 according to (fibroglandular tissue from 25% to 50% of the area of mammograms).

Figure 2: The architecture of our encoder-decoder model. FourViewEfficientNet in the encoder takes four views and produces the feature maps tensor which is then passed through a linear layer. The resulting matrix is used as value and key matrices in the attention mechanism in the decoder layers. The decoder produces the mammography report and the image-text attention mappings.

A way of using the Transformer attention mechanism allows for each word in the generated output sequence to attend over all regions of the input image set $S$, which leads to the possibility of building interpretable image-text attention mappings.

5 Experiments

A series of retrospective data experiments were carried out to evaluate the performance of the developed models. First, we measure the performance of our models with the commonly used natural language generation metrics (NLG), including CIDEr (Vedantam et al., 2015), METEOR (Denkowski and Lavie, 2014), ROUGE-L (Lin, 2004), and BLEU (Papineni et al., 2002). We compare four model variants with a random baseline, where the predicted report is a real report for a different patient. Then, we evaluate the text reports generated by our model with the help of an experienced radiologist, both quantitatively and qualitatively. We provide a comprehensive description of the experimental procedure together with the obtained results in this and the following section.

5.1 Model Variants

In this subsection we describe different model variants. All hyperparameters and configurations in the following models are the same, except for the changes described below.

- **FEN2RND** An EfficientNet pretrained on the ImageNet dataset (Deng et al., 2009) and used four times in the FourViewEfficientNet, paired with randomly initialized BERT. The encoder returns only one embedding of all four views.
- **FEN2RND+att** Same as FEN2RND, but the encoder outputs embeddings for each sub-region and the decoder attention mechanism is applied over these embeddings. The same attention mechanism is used in the following models as well. This novelty aims to demonstrate the effect of multi-head attention over regional image information.
- **MFEN2RUBERT** A FourViewEfficientNet additionally trained to classify mammogram images paired with RuBERT: a BERT pretrained on the corpus of Russian texts. This baseline aims to demonstrate the effect of using pretrained models.
- **MFEN2MBERT** A FourViewEfficientNet additionally trained to classify mammogram images paired with BERT pretrained exclusively on a medical corpus.

5.2 Implementation details

An important difference between the model variants is the way the encoder extracts visual features. In the FEN2RND the encoder outputs one 768-dimensional vector which we feed into the encoder. In the model variants that use an image-text
Table 2: Quantitative evaluation of model variants on the validation dataset - includes only automated metrics.

<table>
<thead>
<tr>
<th>Model</th>
<th>BLEU-1</th>
<th>BLEU-2</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
<th>ROUGE-L</th>
<th>METEOR</th>
<th>CIDEr</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random</td>
<td>0.463</td>
<td>0.394</td>
<td>0.343</td>
<td>0.308</td>
<td>0.462</td>
<td>0.299</td>
<td>0.225</td>
</tr>
<tr>
<td>FEN2RND</td>
<td>0.540</td>
<td>0.488</td>
<td>0.449</td>
<td>0.418</td>
<td>0.534</td>
<td>0.320</td>
<td>0.952</td>
</tr>
<tr>
<td>FEN2RND+att</td>
<td>0.552</td>
<td>0.503</td>
<td>0.466</td>
<td>0.435</td>
<td>0.549</td>
<td>0.329</td>
<td>0.935</td>
</tr>
<tr>
<td>MFEN2RUBERT</td>
<td><strong>0.594</strong></td>
<td><strong>0.533</strong></td>
<td><strong>0.485</strong></td>
<td><strong>0.446</strong></td>
<td><strong>0.575</strong></td>
<td><strong>0.340</strong></td>
<td><strong>0.883</strong></td>
</tr>
<tr>
<td>MFEN2MBERT</td>
<td>0.572</td>
<td>0.514</td>
<td>0.471</td>
<td>0.437</td>
<td>0.548</td>
<td>0.331</td>
<td><strong>0.954</strong></td>
</tr>
</tbody>
</table>

Table 3: The comparison between automated metrics and doctor evaluation on the doctor dataset. B{\text{n}} denotes BLEU using up to n-grams. R, M, C denote ROUGE-L, METEOR and CIDEr, respectively. On doctor evaluation CAL denotes Calcifications and LES denotes Lesions.

<table>
<thead>
<tr>
<th>Model</th>
<th>Automated evaluation</th>
<th>Doctor evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B1</td>
<td>B2</td>
</tr>
<tr>
<td>Random</td>
<td>0.549</td>
<td>0.464</td>
</tr>
<tr>
<td>FEN2RND</td>
<td>0.626</td>
<td>0.571</td>
</tr>
<tr>
<td>FEN2RND+att</td>
<td>0.641</td>
<td>0.590</td>
</tr>
<tr>
<td>MFEN2RUBERT</td>
<td><strong>0.662</strong></td>
<td><strong>0.608</strong></td>
</tr>
<tr>
<td>MFEN2MBERT</td>
<td>0.646</td>
<td>0.590</td>
</tr>
</tbody>
</table>

The attention mechanism the encoder outputs $4 \times 43 \times 29 \times 1280$ feature maps which are then flattened and linearly transformed into a $4988 \times 768$ tensor.

We used the default BERT configurations with 12 layers, 12 heads and the dimensions of all hidden states and word embeddings equal to 768. The models are trained under softmax cross entropy loss with Adam optimizer (Kingma and Ba, 2014) and half precision. We used linear learning rate decay with 5e-5 initial learning rate. All models were trained for 5 epochs with batch size equal to 4. At generation step we used beam size equal to 5.

The maximum length of the generated report $C$ was set to 224. The vocabulary size $K$ of the RuBERT tokenizer is equal to 120,000 and the vocabulary size of BERT trained on a medical corpus is equal to 40,000.

We use the encoder-decoder architecture, the trainer pipeline and the language model implementations from HuggingFace library (Wolf et al., 2020). We modify the encoder-decoder logic so that the image model can be used as the encoder.

Each model was trained for 1 day on one NVIDIA Tesla V100 GPU.

5.3 Doctor Evaluation

To assess the efficiency of the proposed models, we conduct an experiment involving a board-certified radiologist with sixteen years of experience in the writing and evaluation of mammography diagnostic reports. For the experiment, an extra set of data was prepared consisting of 150 anonymized breast X-rays with clinical reports. The doctor is asked to evaluate six reports for each case: the ground truth, four reports that came from model variants and a random report for another case. For the doctor evaluation we use the two most important predetermined clinical criteria: Calcifications and Lesions. These criteria have been selected for evaluation as the most critical for the correct diagnosis. Each criterion has been classified by the doctor as "is in the image but not in the text"; "is in the text, but not in the image"; "is both in the text and in the image"; "is neither in the text nor the image". In addition to that, the doctor gave an overall assessment of each report on a scale of one to ten, based on completeness, relevance and accuracy. We normalize this rating so that the ground truth prediction gets the highest rating and the random prediction gets the lowest. To avoid bias, the reports for each case were given in a randomized order, so that the doctor does not have information on the source of any individual report within each study.

6 Results

6.1 Quantitative Analysis

6.1.1 Report Generation

The report generation performance is measured on two datasets. Table 2 presents the results on the validation dataset using NLG metrics only. Here the metrics were measured for each BI-RADS separately and then the average was taken. Table 3
compares side-by-side the automated metrics and doctor evaluations on the dataset made for doctor evaluation described in Section 5.3.

We make the following observations: 1) The use of the attention mechanism demonstrating a significant improvement in the performance of the model. The model FEN2RND+at that introduces attention demonstrates improvement in doctor rating from 2.81 to 4.44, as well as an improvement in all NLG metrics. This demonstrates the effectiveness of the proposed visual-text attention mechanism. 2) The second significant improvement comes from the use of pretrained models on the general domain in both encoder and decoder of MFEN2RUBERT. This model variant demonstrates the best performance on automated metrics among all model variants. Calcifications and Lesions improved as well, while doctor rate rose from 4.4 to 5.5. 3) MFEN2MBERT is our best performing model according to human evaluation. Surprisingly it does not show the best performance on automated metrics. After a qualitative examination in Section 6.2 it becomes clear that the model pretrained on the medical domain employs medical terms like calcifications, shadows, and lesions more accurately than the model pretrained only on the general domain. It is a common known fact that the automated metrics do not measure aspects relevant to the specific domain.

### 6.1.2 Classification

In order to validate our results shown in Tables 2 and 3 we conduct an additional experiment with the output from BERT. As mentioned in Section 4.1 we are able to mine a binary vector of length 5 for each of the five classes (see Table 1). We use this script to parse BERT’s output and a vector of binary variables. This approach allows us to compare classification metrics of BERT and the pretrained multilabel classification encoder (Section 4.1). We compare Matthews Correlation Coefficient (Chicco and Jurman, 2020) for each of five binary targets between labels mined from text generated by BERT, labels predicted by the pretrained encoder, and labels from a random doctor’s report from the validation dataset.

We see that for targets such as lesions, shadows and skin thickening BERT is able to improve classification results while for such targets as Calcifications and Fibrosis BERT degrades the encoder’s results. We argue that the high level convolutional features that BERT utilizes within its attention mechanism (see Figure 2) allow the generative model to capture spatial information that leads to substantially better results in classification of skin thickening than compared to plain convolutional models such as multi-label classification FVEN.

### 6.2 Qualitative Analysis

#### 6.2.1 Case Study

Along with the described quantitative experiments to assess the quality of the developed models together with the expert, we perform an extensive clinical analysis of generated reports on a subset of cases. Here we analyze three cases where we compare mammography reports generated by FEN2RND and MFEN2MBERT models with the ground truth report. Due to space constraints, we could not show the examples and direct the reader to the appendix. The first case is shown in Figure 4, the second and the third cases are shown in Figure 5.

In every case MFEN2MBERT not only correctly predicts the breast density but also accurately identifies pathological regions. Some of the cases where the location of the lesion is described imprecisely could be explained by the presence of bordering regions. The same terms are used for describing the site of abnormality. Different doctors have different descriptions for normal and abnormal, which makes the generated text sequence diverse.

Unlike MFEN2MBERT, FEN2RND fails to identify abnormalities in all three cases, although it predicts breast density fairly well. Sometimes the skin and the nipple are also not describe correctly. This is important because in some cases only these regions of the mammogram are indicative of breast cancer in patients, and would lead the radiologist to recommend additional examination.

In the first case (Figure 4) MFEN2MBERT describes the nipple, but does not see its retraction. One of the reasons for this could be a rare occurrence of this symptom in the training set, so with more data the model could identify this as well as

<table>
<thead>
<tr>
<th>Target</th>
<th>BERT</th>
<th>Encoder</th>
<th>Random mean±std</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lesions</td>
<td>0.449</td>
<td>0.417</td>
<td>0.002±0.031</td>
</tr>
<tr>
<td>Shadows</td>
<td>0.411</td>
<td>0.394</td>
<td>0.001±0.03</td>
</tr>
<tr>
<td>Calcifications</td>
<td>0.363</td>
<td>0.379</td>
<td>0.003±0.029</td>
</tr>
<tr>
<td>Fibrosis</td>
<td>0.294</td>
<td>0.341</td>
<td>0.001±0.021</td>
</tr>
<tr>
<td>Thick skin</td>
<td>0.615</td>
<td>0.417</td>
<td>0.0±0.0</td>
</tr>
</tbody>
</table>

Table 4: MCC score
it identifies the presence of lesions.

In the second case (Figure 5) MFEN2MBERT describes the abnormality and reports the shape of the lesion, which is crucial as cancer and benign lesions have different shapes.

In the first and second cases MFEN2MBERT correctly classifies BI-RADS, unlike FEN2RND. However, in the first case it predicts BI-RADS-3 instead of 4, which could be the result of a mistake by the model or caused by lesions which feature signs that border on benign and malignant, such as fibroadenoma and mucinous cancer. If the problem is caused by borderline signs, then future work could explore using more data for training the model on this special subtype of lesion.

### 6.2.2 Interpret Model Attention

In order to interpret the output of our model, we visualize the image-text attention mappings from our best model MFEN2MBERT between four mammography views and the generated report. Together with a doctor, we analyze them for the presence or absence of clinical correlation between the generated report and the regions of the mammogram that the model pays attention to. We analyze three cases. The first case in shown in Figure 3; the second (Figure 6) and third (Figure 7) cases can be found in appendix.

For the first case (Figure 3) the model successfully detects the area (“upper outer quadrant of the left breast”) which is abnormal (“dense lesion”). Thus, the model detects and describes a malignant lesion, which is a good result that may lead to a high PPV in screening.

In the second case (Figure 6) several right correlations between the text and the mammogram areas can be seen. First, the model is looking directly at fibroglandular tissue and does not classify it as an abnormality. Therefore, the model can predict breast density well, which is very important, since breast density is associated with an increased risk of developing breast cancer and requires additional examination, such as breast ultrasound or MRI. Secondly, no abnormalities are present either in the image or in the report from the model. This is likewise very important as it may lead to a low false positive rate and a low callback rate – metrics of breast screening programs.

In the third case (Figure 7) the model does not work correctly. It describes the fibroglandular tissue subtype while looking at the subcutaneous fat. The density type is also incorrectly specified.

### 7 Conclusion

In this paper we present a first-of-its-kind framework for generating mammography reports given four mammography views using deep-learning. Our model utilizes pretrained models including EfficientNet for visual extraction and BERT for report generation. We demonstrate that the Transformer-based attention mechanism that simultaneously attends to four mammography views and text from the report significantly improves the performance.
Our method provides a novel perspective for breast screening: generating mammography reports and providing image-text attention mappings, which makes the automatic breast screening process semantically and visually interpretable. The validity of our approach is confirmed by the corresponding doctor evaluation. In the conducted qualitative analysis we demonstrate that our best model successfully detects pathological regions, and describes abnormalities and parts of the breast.
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