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Abstract

The span-based model enjoys great popularity in recent works of sequence segmentation. However, each of these methods suffers from its own defects, such as invalid predictions. In this work, we introduce a unified span-based model, lexical unit analysis (LUA), that addresses all these matters. Segmenting a lexical unit sequence involves two steps. Firstly, we embed every span by using the representations from a pretraining language model. Secondly, we define a score for every segmentation candidate and apply dynamic programming (DP) to extract the candidate with the maximum score. We have conducted extensive experiments on 3 tasks, (e.g., syntactic chunking), across 7 datasets. LUA has established new state-of-the-art performances on 6 of them. We have achieved even better results through incorporating label correlations.¹

1 Introduction

Plenty of tasks in natural language understanding (NLU), such as syntactic chunking, are essentially a sequence segmentation problem, which partitions a sequence of lexical units into multiple labeled segments. A classical approach to sequence segmentation is to cast it into a sequence labeling task using IOB tagging scheme (Ma and Hovy, 2016; Liu et al., 2019c; Luo et al., 2020). Every token in a sentence, according to its position in the corresponding segment, is labeled with a tag (e.g., B-PER). A representative work is Bidirectional LSTM-CRF (Huang et al., 2015).

Recently, there is a surge of interest in developing span-based models (Cai and Zhao, 2016; Zhai et al., 2017; Li et al., 2020a; Yu et al., 2020; Li et al., 2021). They regard spans rather than tokens as the basic units for labeling. For example, Li et al. (2020a) model named entity recognition (NER) as machine reading comprehension (MRC) (Seo et al., 2017), where entities are extracted as retrieving answer spans. While span-based models have achieved promising performances, they are locally normalized at span level, and therefore suffered from the label bias problem (Lafferty et al., 2001). Moreover, some of them (Yu et al., 2020; Li et al., 2021) rely on heuristic rules to correct invalid predictions (e.g., span conflicts between two entities). Early span-based models (Andrew, 2006; Kong et al., 2016; Ye and Ling, 2018; Liu et al., 2019a) based on Semi-Markov CRF (Sarawagi and Cohen, 2005) adopts dynamic programming (DP) (Bellman, 1966) to search for the optimal segmentation of a sentence. Unlike their counterparts (Clark et al., 2018; Akbik et al., 2018; Devlin et al., 2019; Li et al., 2021), these methods all train the sentence encoders from scratch, without exploiting the knowledge from unlabeled corpora. Hence, none of them is even competitive with current best sequence labeling model.

In this paper, we propose lexical unit analysis (LUA), a unified and effective span-based model that circumvents all above problems. Our segmentation of a natural language sentence contains two steps. Firstly, we utilize BERT (Devlin et al., 2019), a powerful pretraining language model, to get contextualized token representations, and with them we embed every span of the sentence, inspired by the finding that pretraining language models are very robust to rare tokens and the low-resource setting (Liu et al., 2019b). Then, we assign a score to every segmentation candidate and use DP to globally search for the candidate with the maximum score. The score of a segmentation is computed from the segment scores predicted by LUA. We minimize the hinge loss, instead of cross-entropy, to train our models.

We have performed extensive experiments on syntactic chunking, Chinese part-of-speech (POS) tagging, and NER across 7 datasets. Our model

¹The source code for our work is publicly available at https://github.com/LeePleased/LUA.
We denote an input sequence of lexical units as $x = [x_1, x_2, \cdots, x_n]$. Output segments are represented as the segmentation $y = [y_1, y_2, \cdots, y_m]$ with each segment $y_k$ being a triple $(i_k, j_k, t_k)$. $n$ and $m$ are respectively the numbers of lexical units and segments. $(i_k, j_k)$ is a span that corresponds to the phrase $x_{i_k:j_k} = [x_{i_k}, x_{i_k+1}, \cdots, x_{j_k}]$. $t_k$ is a label from the label space $L$. A segmentation is valid if all its segments are non-overlapping and fully cover the input sentence.

An example from CoNLL-2003 dataset (Sang and De Meulder, 2003):

\[
x = [[\text{SOS}], \text{NEW}, \text{DELHI}, 1996 - 08 - 29] \\
y = [(1, 1, 0), (2, 3, \text{LOC}), (4, 4, 0)]
\]

[SOS] marks the beginning of a sentence and is inserted in the pre-processing stage.

### 2.1 Constructing Span Representations

Following advanced models (Luo et al., 2020; Yu et al., 2020; Li et al., 2021), we adopt BERT as the sentence encoder to get the contextualized representation for every token $x_i$:

\[
[h_i^w, h_2^w, \cdots, h_n^w] = \text{BERT}(x).
\]

The representation for a span $(i, j)$ is composed of the representations of its end points:

\[
h_{i,j}^p = h_i^w \oplus h_j^w,
\]

where $\oplus$ is column-wise vector concatenation.

### 2.2 Scoring and Solving

Assume $\mathcal{Y}$ is the universal set that contains all the valid segmentation candidates for the input sequence $x$. Given one of its members $y \in \mathcal{Y}$, we compute the score $f(y)$ as

\[
f(y) = \sum_{(i,j,t) \in y} (s_{i,j}^c + s_{i,j,t}^l),
\]

where $s_{i,j}^c$ is the composition score to estimate the feasibility of merging several lexical units $x_{i,j} = [x_i, x_{i+1}, \cdots, x_j]$ into a segment and $s_{i,j,t}^l$ is the label score to measure how likely the label of this segment is $t$. Both scores, $s_{i,j}^c$ and $s_{i,j,t}^l$, for a span $(i, j)$ are predicted as

\[
\begin{align*}
s_{i,j}^c &= (\mathbf{v}_c^T \tanh(\mathbf{W}_c^p h_{i,j}^p)) \\
s_{i,j,t}^l &= (\mathbf{v}_t^T \tanh(\mathbf{W}_t^l h_{i,j}^p)),
\end{align*}
\]

where $\mathbf{v}_c$, $\mathbf{W}_c$, $\mathbf{v}_t$, $\mathbf{W}_t$, $t \in L$, and $\mathbf{W}_t$ are learnable parameters.

The prediction of the segmentation candidate of the maximum score can be formulated as

\[
\hat{y} = \arg \max_{y \in \mathcal{Y}} f(y).
\]

Since the size of search space $|\mathcal{Y}|$ increases exponentially with the sequence length $n$, brute-force search to solve this is computationally infeasible. LUA utilizes DP to solve this issue.

DP is a well-known optimization method that addresses a complicated problem by breaking it down into multiple simpler sub-problems in a recursive manner. The relation between the value of the larger problem and the values of its sub-problems is called the Bellman equation.

**Sub-problem.** In the context of LUA, the sub-problem of segmenting an input unit sequence $x$ is segmenting one of its prefixes $x_{1:i}$. Under this scheme, we have max$_{y \in \mathcal{Y}} f(y) = g_n$.

**The Bellman Equation.** The relationship between segmenting a sequence $x_{1:i}$, $i > 1$ and segmenting its prefixes $x_{1:i-1}$, $j \leq i - 1$ is bridged by the last segments $(i - j + 1, i, t)$:

\[
g_i = \max_{1 \leq j \leq i-1} \left( g_{i-j} + \left( s_{i-j+1,i} + \max_{t \in L} s_{i-j+1,t}^l \right) \right).
\]

To improve the computational efficiency, the last term can be computed beforehand as

\[
s_{i,j}^\tau = \max_{t \in L} s_{i,j,t}^l, 1 \leq i \leq j \leq n.
\]

Hence, the final Bellman equation is

\[
g_i = \max_{1 \leq j \leq i-1} \left( g_{i-j} + \left( s_{i-j+1,i} + s_{i-j+1,i}^\tau \right) \right).
\]

The base case is the first token $x_{1,1} = [[\text{SOS}]]$. We get its score $g_1$ as $s_{1,1}^c + s_{1,1}^l$. 
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2.3 Training Criterion
We adopt hinge loss as the training criterion. Given the predicted segmentation \( \hat{y} \) and the ground truth segmentation \( y^* \), we have

\[
J = \max \left( 0, 1 - f(y^*) + f(\hat{y}) \right). \tag{9}
\]

Cross-entropy is also a widely used loss function. However, our experiments show its results are slightly worse than those of hinge loss.

3 Experiments
We have performed a series of studies to show the effectiveness and efficiency of LUA.

3.1 Settings
We use the same neural networks configurations for all the datasets. The dimensions of scoring layers are 512. L2 regularization and dropout ratio are respectively set as \( 1 \times 10^{-6} \) and 0.2 to avoid overfitting. The batch size is 8. The above setting is obtained by grid search. We utilize Adam (Kingma and Ba, 2014) to optimize our model. Our models all run on NVIDIA Tesla P100 GPUs. At test time, we convert the predicted segments into IOB format and use conlleval script\(^2\) to compute the F1 score. Besides, the improvements of our model over the baselines are statistically significant under t-test with a reject probability smaller than 0.05%.

3.2 Results on Chinese POS Tagging
Chinese POS tagging jointly segments a Chinese character sequence and assigns a POS tag to every segments. We use Chinese Treebank 5.0 (CTB5), CTB6, CTB9 (Xue et al., 2005), and the Chinese section of Universal Dependencies 1.4 (UD1) (Nivre et al., 2016). We follow the same train/dev/test splits and formats of these datasets as in Shao et al. (2017).

Table 1 diagrams the experiment results. The performances of all the baselines are copied from Meng et al. (2019); Tian et al. (2020). LUA has notably outperformed prior methods and yielded state-of-the-art results on all the datasets. Our improvements of F1 scores over baselines are 22% on CTB5, 62% on CTB6, and 16% on CTB9, and 54% on UD1. BERT Tagging is a strong baseline, and LUA outperforms it by 78%, 62%, 86%, and 30% on these datasets.

3.3 Results on Chunking and NER
Syntactic chunking aims to recognize the phrases related to syntactic category for a sentence. We use CoNLL-2000 dataset (Sang and Buchholz, 2000). The original dataset contains a training set and a test set. We take 1000 cases from the training set by uniform sampling and treat them as a development

<table>
<thead>
<tr>
<th>Method</th>
<th>Chunking CoNLL-2000</th>
<th>Chunking CoNLL-2003</th>
<th>Chunking OntoNotes 5.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-LSTM + CRF (Huang et al., 2015)</td>
<td>94.46</td>
<td>90.10</td>
<td>-</td>
</tr>
<tr>
<td>Flair Embedding (Akbik et al., 2018)</td>
<td>96.72</td>
<td>93.09</td>
<td>89.3</td>
</tr>
<tr>
<td>GCDT w/ BERT (Liu et al., 2019c)</td>
<td>96.81</td>
<td>93.23</td>
<td>-</td>
</tr>
<tr>
<td>BERT-MRC (Li et al., 2020a)</td>
<td>-</td>
<td>93.04</td>
<td>91.11</td>
</tr>
<tr>
<td>HCR w/ BERT (Luo et al., 2020)</td>
<td>-</td>
<td>93.37</td>
<td>90.30</td>
</tr>
<tr>
<td>BERT-Biaffine Model (Yu et al., 2020)</td>
<td>-</td>
<td>93.5</td>
<td>91.3</td>
</tr>
<tr>
<td>LUA</td>
<td>97.02</td>
<td>93.47</td>
<td>92.01</td>
</tr>
</tbody>
</table>

Table 2: Experiment results on syntactic chunking and NER.
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and assigns a label to every extracted phrase. We use CoNLL-2003 dataset (Sang and De Meulder, 2003) and OntoNotes 5.0 dataset (Pradhan et al., 2013). We follow the same format and partition of them as in Li et al. (2020a).

The results are shown in Table 2. We follow the F1 scores of baselines reported in Akbik et al. (2018); Li et al. (2020a); Luo et al. (2020); Yu et al. (2020). Besides, Luo et al. (2020) find the evaluation method of GCDT is non-standard, and thus we re-test its performance on CoNLL-2000 with its open-source code3. LUA has achieved state-of-the-art results on CoNLL-2000 and OntoNotes 5.0, and performed competitively on CoNLL-2003. Our F1 scores outnumber those of baselines by 0.22% on CoNLL-2000 and 0.78% on OntoNotes 5.0. LUA only underperforms BERT-Biaffine Model by 0.03% on CoNLL-2003. Compared with a strong baseline, Flair Embedding, LUA outperforms it by 0.31% on CoNLL-2000, 0.41% on CoNLL-2003, and 3.03% on OntoNotes 5.0.

3.4 Ablation Studies
Table 3 shows our studies to examine the impacts of some parts of LUA.

Effect of the Sentence Encoder. We use BERT to exploit the knowledge from unlabeled corpora. Replacing it with LSTM (Hochreiter and Schmidhuber, 1997) sharply reduces our F1 scores by 2.98% on CTB9 and 6.06% on UD1.

Effect of the Scoring Model. LUA scores the labels and the spans independently (or only label scores $s_{i,j,t}^l$ where $(i, j, t) \in y$ are left in Eq. (3)). This improves the results of our model by 0.30% on CTB9 and 0.37% on UD1.

Effect of the Loss Function. We find that using hinge loss leads to slightly better results than cross-entropy. Their performance gaps are 0.13% and 0.17% on the two datasets.

Table 3: Ablation experiments on two datasets.

<table>
<thead>
<tr>
<th>Method</th>
<th>CTB9</th>
<th>UD1</th>
</tr>
</thead>
<tbody>
<tr>
<td>LUA w/o BERT, w/ Bi-LSTM</td>
<td>92.18</td>
<td>90.53</td>
</tr>
<tr>
<td>w/o composition score $s_{i,j,t}^l$</td>
<td>94.65</td>
<td>95.67</td>
</tr>
<tr>
<td>w/o hinge loss, w/ cross-entropy</td>
<td>94.81</td>
<td>95.86</td>
</tr>
</tbody>
</table>

Table 4: The comparisons of whether to incorporate the label correlations or not.

<table>
<thead>
<tr>
<th>Method</th>
<th>Time Complexity</th>
<th>Running Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>BERT</td>
<td>$O(n</td>
<td>L</td>
</tr>
<tr>
<td>BERT + CRF</td>
<td>$O(n</td>
<td>L</td>
</tr>
<tr>
<td>LUA</td>
<td>$O(n^2</td>
<td>L</td>
</tr>
</tbody>
</table>

Table 5: Comparing different methods in terms of running time on CoNLL-2000.

3.5 Capturing Label Correlations
Following CRF and Semi-Markov CRF, we parameterize a matrix $W^d \in \mathbb{R}^{|L|\times|L|}$ to model the label dependencies among segments. Specifically, we add a term, $\sum_{1 \leq k \leq n} W^d_{k-1,k,t}$, into the scoring function, Eq. (3). The results are shown in Table 4.Explicitly capturing label correlations slightly improves our F1 scores by 0.16% on CTB9 and 0.14% on CoNLL-2000.

3.6 Running Time Analysis
Table 5 shows the comparison between baselines and LUA on efficiency. The last two columns are respectively the theoretical time complexity and the one-epoch training time cost of every method. Inspired by Zhang et al. (2020b), through parallel matrix computation on GPU, the time complexity of BERT can be reduced to $O(1)$, and those of others can also be optimized to $O(n)$.

We can see that LUA is a relatively fast model. For example, its time cost for training is less than that of BERT + CRF, a strong baseline, by 6.37%. We conclude that LUA is both effective and efficient for practical usage.

4 Related Work
The traditional method to sequence segmentation converts it into a sequence labeling tasks with IOB tagging scheme. This method is simple and effective, which has inspired a lot of well-performed models (Huang et al., 2015; Lample et al., 2016; Li et al., 2020b). For example, Akbik et al. (2018) present Flair Embeddings that pre-trains character embedding in a large corpus and directly use it, instead of word representation, to encode a sentence. Luo et al. (2020) use hierarchical contextualized
representations to incorporate both sentence-level and document-level information.

Recently, span-based models have received much attention. They treat a span, instead of a token, as the basic unit for labeling. For instance, Yu et al. (2020); Li et al. (2020c) rank all the spans in terms of the scores predicted by a bi-affine model (Dozat and Manning, 2016). Span-based models also emerge in other fields. Stern et al. (2017) integrate LSTM-minus feature into constituent parsing models.

5 Conclusion

This work presents a unified span-based model, LUA, for neural sequence segmentation. Given a natural language sentence, we use BERT to encode it and apply DP to extract the segmentation candidate with the maximum score. Extensive experiments have been conducted on 3 tasks across 7 datasets. LUA has established new state-of-the-art results on 6 of them. We have gained further improvements through explicitly modeling the label dependencies among segments.

LUA is now adopted as an NER option in our online text understanding system, Texsmart (Zhang et al., 2020a; Liu et al., 2021).
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