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Abstract

The proliferation in Social Networking has in-
creased offensive language, aggression, and
hate-speech detection, which has drawn the
focus of the NLP community. However, peo-
ple’s difference in perception makes it diffi-
cult to distinguish between acceptable content
and aggressive/hateful content, thus making
it harder to create an automated system. In
this paper, we propose multi-class classifica-
tion techniques to identify aggressive and of-
fensive language used online. Two main ap-
proaches have been developed for the classifi-
cation of data into aggressive, gender biased,
and communally charged. The first approach is
an ensemble-based model comprising of XG-
Boost, LightGBM, and Naive Bayes applied on
vectorized English data. The data used was ob-
tained using an Indic Transliteration on the orig-
inal data comprising of Meitei, Bangla, Hindi
and English language. The second approach
is a BERT-based architecture used to detect
misogyny and aggression. The proposed model
employs IndicBERT Embeddings to define con-
textual understanding. The results of the mod-
els are validated on the ComMA v 0.2 dataset.

1 Introduction

A burgeon in Social Networking has been seen in
the past few years. The number of platforms and
users has increased by 77% from 2014 to 2021.
Social Media, due to its easy accessibility and free-
dom of use, has transformed our communities and
how we communicate. One of the widespread im-
pacts can be seen through trolling, cyberbullying,
or sharing aggressive, hateful, misogynistic content
vocalized through platforms like Facebook, Twitter,
and YouTube. The intensity and hostility lying in
aggressive words, abusive language, or hate speech
is a matter of grave concern. These are used to
harm the victim’s status, mental health, or prestige
(Beran and Li, 2005; Culpeper, 2011). This articu-

lation of hatefulness often travels from the online
to the offline domain, resulting in organized riot-
like situations and unfortunate casualties, which
causes disharmony in society. Hence, it has be-
come crucial for scholars and researchers to take
the initiative and find methods to identify the source
and articulation of aggression.

Aggression is a feeling of anger or antipathy
that results in hostile or violent behavior and readi-
ness to attack or confront. According to (Kumar
et al., 2018c), one can express aggression in a di-
rect, explicit manner (Overtly Aggressive) or in an
indirect, sarcastic way (Covertly Aggressive). Hate
speech can be used to attack a person or a group
of people based on their color, gender, race, sexual
orientation, ethnicity, nationality, religion (Nock-
leyby, 2000). Misogyny or Sexism is a subset of
hate speech ‘(Waseem and Hovy, 2016) and targets
the victim based on gender or sexuality (Davidson
et al., 2017; Bhattacharya et al., 2020).

While it is essential to identify hate speech in
social networks, it is rather time-consuming to per-
form manually, considering the massive amount
of data at hand. Thus, there is a need to build
an automated system for the identification of such
aggression. However, distinguishing between ac-
ceptable content and hateful content is challenging
due to the subjectivity of definitions and varying
perceptions of the same content by different people,
thus making it tedious to build an automated AI sys-
tem. Regardless, numerous studies exist that have
explored different aspects of hateful and aggressive
language and their computational modeling and au-
tomatic detection, such as toxic comments. To this
end, several workshops such as ’Abusive Language
Online’ (ALW) (Roberts et al., 2019), ’Trolling,
Aggression and Cyberbullying’ (TRAC) (Kumar
et al., 2018b), and Semantic Evaluation (SemEval)
shared task on Identifying Offensive Language in
Social Media (OffensEval) (Zampieri et al., 2020)
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have been organized.
This paper presents our system for Shared Task

on ”Multilingual Gender Biased and Communal
Language Identification @ ICON 2021” (Kumar
et al., 2021a). Two approaches have been imple-
mented developed for the classification of data
into aggressive, gender biased, or communally
charged.

1. An ensemble-based model comprising of XG-
Boost, LightGBM, and Naive Bayes was ap-
plied on vectorized English data. This data
was obtained using an Indic Transliteration on
the original data comprising of Meitei, Bangla,
Hindi and English language.

2. A BERT-based architecture to detect misog-
yny and aggression. The proposed model em-
ploys IndicBERT Embeddings to define con-
textual understanding.

2 Related Work

Recently there has been an increase in the studies
exploring different aspects of hate speech, sexism
detection, aggressive language, and their compu-
tational modeling and automatic detection, such
as trolling (Cambria et al., 2010; Kumar et al.,
2014; de la Vega and Ng, 2018; Mihaylov et al.,
2015), racism (Greevy and Smeaton, 2004; Greevy,
2004; Waseem, 2016), online aggression (Kumar
et al., 2018a), cyberbullying (Xu et al., 2012; Dad-
var et al., 2013), hate speech (Kwok and Wang,
2013; Djuric et al., 2015; Burnap and Williams,
2015; Davidson et al., 2017; Malmasi and Zampieri,
2017, 2018; Waseem and Hovy, 2016), and abu-
sive language (Waseem et al., 2017; Nobata et al.,
2016; Mubarak et al., 2017). The prevalent misog-
ynistic and sexist comments, posts, or tweets on
social media platforms have also come into light.
(Jha and Mamidi, 2017) analyzed sexist tweets and
categorized them as hostile, benevolent, or other.
(Sharifirad and Matwin, 2019) provided an in-depth
analysis of sexist tweets and further categorized
them based on the type of harassment. (Frenda
et al., 2019) performed linguistic analysis to detect
misogyny and sexism in tweets.

Prior studies have explored aggressive and hate-
ful language on platforms like Twitter (Xu et al.,
2012; Burnap and Williams, 2015; Davidson et al.,
2017). Using Twitter data, (Kwok and Wang,
2013) proposed a supervised approach to catego-
rize the text into racist and non-racist labels to

detect anti-black hate speech on social media plat-
forms. (Burnap and Williams, 2015) used an
ensemble-based classifier to capture the grammati-
cal dependencies between words in Twitter data to
anticipate the increasing cyberhate behavior using
statistical approaches. (Nobata et al., 2016) curated
a corpus of user comments for abusive language
detection and applied machine learning-based tech-
niques to identify subtle hate speech. (Gambäck
and Sikdar, 2017) used convolutional layers on
word vectors to detect hate speech. (Parikh et al.,
2019) provided the largest dataset on sexism cat-
egorization and applied a BERT based neural ar-
chitecture with distributional and word level em-
beddings to perform the classification task. BERT
based approaches also have become prevalent re-
cently (Nikolov and Radivchev, 2019; Mozafari
et al., 2019; Risch et al., 2019).

There have also been an increasing number of
shared Tasks on Agression Indentification. (Kumar
et al., 2018a) aimed to identify aggressive tweets
in social media posts in Hindi and English datasets.
(Samghabadi et al., 2018) used lexical and semantic
features and logistic regression for the Hindi and
English Facebook datasets. (Orasan, 2018) used
machine learning methods such as SVM and ran-
dom forest on word embeddings for aggressive lan-
guage identification. (Raiyani et al., 2018) used
fully connected layers on highly pre-processed
data. (Aroyehun and Gelbukh, 2018)Aroyehun and
Gelbukh (2018) used data augmentation and deep
learning for aggression identification.

3 Task Description

The shared task focuses on the multi-label classifi-
cation to identify the different aspects of aggression
and offensive language usage on social media plat-
forms. We have been provided with a multilingual,
ComMA v 0.2 (Kumar et al., 2021b) dataset con-
sisting of 12,000 samples for training and an overall
3,000 samples for testing in four Indian languages
Meitei, Bangla, Hindi, and English. We were
required to classify each sample into one of the
following labels: aggressive, gender biased, and
communally charged.

3.1 Sub-Task A

The first task focuses on aggression identifi-
cation. It requires us to develop a classifier
that can classify the text into ‘Overtly Aggres-
sive’(OAG), ‘Covertly Aggressive’(CAG), and



48

Figure 1: Examples of the data in the provided dataset and the transliteration performed

‘Non-aggressive’(NAG).

3.2 Sub-Task B
The second task deals with aggression identifica-
tion. It requires us to develop a binary classifier
that can classify the text as ‘gendered’(GEN) or
‘non-gendered’(NGEN).

3.3 Sub-Task C
The third task focuses on aggression identification.
It requires us to develop a binary classifier that
can classify the text as ‘communal’ (COM) and
’non-communal’(NCOM).

4 Methodology

4.1 Data Preparation
To get better accuracy, we require a dataset in
English language. Therefore, the multilingual in-
put dataset have been passed through the spacy-
langdetect toolkit1. This toolkit consists of a
pipeline for custom language detection. The sen-
tence is categorized into the language it belongs
to, i.e., Hindi, Bangla, or English, depending upon
the probability assigned to that sentence. The sen-
tences belonging to the Hindi language were given
the label “hi,” those belonging to Bangla were given
the label “ba,” and sentences in English were given
the label “en.” All the sentences belonging to the
“hi” and “ba” labels were transliterated, the process
of transferring a word from the alphabet of one
language to another, to provide us with a uniform
multilingual dataset in English.

We must note that the labeling done is based on
the language it is written in (as shown in example 3
Figure 1) rather than the language itself (as shown
in example 1 Figure 1), which indicates that if the
words used are those of English, irrespective of
the language, it will be given the label “en”. Such
sentences do not require transliteration. This data
thus prepared has been used in both the proposed
architectures as discussed below.

1https://spacy.io/universe/project/spacy-langdetect/

4.2 Boosted Voting Ensembler

Machine learning algorithms generally require a
numerical input; however, the data is in text form.
Thus, the data must be converted to its numerical
representation. Count Vectorization technique was

Spacy-langdetect

IndicTransliterator

Count Vectorizer

Original data

XGBOOST LightGBM Naive Bayes

Voting Ensemble layer

Output Label

Figure 2: Architecture of Boosted Voting Ensembler

used to transform the data into a vector based on
the frequency (count) of each word that occurs
in the entire text. It creates a matrix in which a
column of the matrix represents each unique word,
and each text sample from the document is a row
in the matrix. The value of each cell is nothing
but the count of the word in that particular text
sample. This matrix is then passed through the
state-of-the-art models, XGBoost, LightGBM, and
the traditional Naive Baye that form the ensemble
voting classifier. Each individual model gives a
label to the sentence and the number of labels with
the highest vote is chosen as the final label.
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Language Instance Overall micro Aggression micro Gender Bias Communal Bias
Bangla 0.252 0.659 0.442 0.669 0.866
Hindi 0.161 0.582 0.402 0.702 0.642

Multilingual 0.165 0.59 0.361 0.632 0.777

Table 1: Test Results obtained from Boosted Voting Ensembler approach

Language Instance Overall micro Aggression micro Gender Bias Communal Bias
Bangla 0.204 0.668 0.341 0.732 0.876
Hindi 0.098 0.625 0.439 0.796 0.639

Multilingual 0.153 0.566 0.357 0.558 0.783

Table 2: Test Results obtained from IndicBERT approach

4.3 IndicBERT Fine-Tuned

For initializing weights of the ALBERT layer, we
use “ai4bharat/indic-bert”2 pre-trained weights for
English, Hindi, and Bengali. Before feeding the
data into IndicBERT transformer architecture, it
must be encoded. Encoding involves the tokeniza-
tion and padding of sentences to the maximum
specified length, which was 150 in our case. In
case the length of the sentence exceeds 150, then
the sentence is truncated. The encoded sentences

Spacy-langdetect

IndicTransliterator

Original Data

IndicBERT Pre-trained Embedding

ALBERT

Output Label

Figure 3: Architecture of Fine-Tuned IndicBERT

are then processed to yield contextually rich pre-
trained embeddings. The embeddings are then
passed through the IndicBERT transformer, a multi-
lingual ALBERT model trained on large-scale cor-
pora, covering 12 major Indian languages, which
gives us the final label.

2https://indicnlp.ai4bharat.org/indic-bert/

5 Experimentation and Results

5.1 Boosted Voting Ensembler

The pre-processed data obtained was passed
through the voting classifier comprising of xgboost,
LightGBM, and conventional Multinomial Naı̈ve
Bayes which calculated the outputs from individ-
ual models and performed voting to yield the final
label. The proposed approach was tested on the
three variations of the dataset namely: Multilin-
gual Hindi, Meitei, English, Bangla, purely Hindi,
and purely Bangla text. Three sets of label classi-
fications i.e., Aggression, Gender Bias, and Com-
munal Bias were involved corresponding to each
sentence which had to be predicted using the pro-
posed pipeline. In reference to Table 1, it can be
observed that the Aggression analysis attributed
to relatively lower F1 scores of 0.361 in Multilin-
gual, 0.442 in Bangla, 0.402 in Hindi which cor-
responds to the fact that the various categories of
Aggressions tend to have overlapping contextual
meanings which are difficult to segregate while per-
forming the classification task. The Gender Bias
and Communal Bias being Binary classification
tasks observed significantly higher F1 scores in
comparison to the aggression task and also showed
the strength of our proposed approach to handle
these specific category use cases. From the table
it can be seen that in Gender Bias the F1 scores
achieved for multilingual is 0.632, for Bangla its
0.669, and for Hindi 0.702 whereas in the case of
Communal Bias these scores move even higher ex-
cept in the case Hindi i.e., the F1 scores achieved
for multilingual is 0.777, for Bangla its 0.866 and
for Hindi 0.642. Overall, the model performance
is satisfactory in the binary classification task of
Gender and Communal Bias prediction however
the results observe a significant fall when dealing
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with aggression analysis which highlights the short-
comings of the system in handling the overlapping
context among the three aggression labels. The ap-
plication of Ensemble in the given problem helps
us in leveraging the individual powers of XGBoost,
LightGBM, and Naı̈ve Bayes and yields results that
are more robust and can handle the unknown in-
puts better. In the future, the inclusion of better
embeddings like glove and BERT which capture
the underlying semantic and lexical relations could
improve the performance of the methodology man-
ifolds.

5.2 IndicBERT
In this section, we discuss the performance of In-
dic Bert methodology on the processed data. The
approach was again tested upon the multilingual,
Hindi, and Bangla data, and the observed results
are highlighted in Table 2. The Indic Bert is able
to achieve an F1 score of 0.558 for multilingual,
0.796 for Hindi, and 0.732 for Bangla in the case
of Gender Bias. For the communal bias, the same
high-performing trend can be observed with In-
dic Bert generating scores of 0.876 in Bangla,
0.639 in Hindi, and 0.783 for multilingual. The
Aggression analysis again came out as the low-
performing task with Indic Bert giving scores of
0.341 for Bangla,0.439 for Hindi, and 0.357 for
the Multilingual data. The system performed well
in many tasks when compared with the ensemble
technique especially in handling the binary classifi-
cation tasks. However, this pipeline again lacks in
performing well on the aggression tasks thus high-
lighting the shortcomings in handling contextual
overlaps in many sentences.

5.3 Comparisons
On close observations of results of both the
pipelines the Indic Bert seems to have performed
well in individual tasks. For Aggression Analysis
Indic Bert outperforms the Ensemble approach in
multilingual data and Hindi data. In Gender Bias
Indic Bert takes the lead for Hindi and Bangla data
and for Communal Bias it beats the Ensemble tech-
nique in Bangla and Multilingual data. Though
Indic Bert seems to be outperforming the Ensem-
ble approach in more individual tasks the instance
F1 score indicates the performance of the model in
predicting the three categories together is higher for
the ensemble model than its deep learning counter-
part. The instance F1 scores for all the languages is
higher for the ensemble approach which shows its

adaptability over all the categories together. Indic
Bert takes lead in Bangla and Hindi in the case of
overall micro F1 score but is not able to outperform
the ensemble approach in multilingual data. The
robustness provided by the ML technique makes it
a better performing system.

6 Conclusion

The paper describes our experimentation over
ComMa v 0.2 dataset consisting of Multilingual,
Bangla, Hindi, and English data to perform anal-
ysis on aggression, communal bias, and gender
bias. We have proposed two strategies Boosted
Voting Ensemble and IndicBERT fine-tuned in
this paper. The Boosting Voting Ensemble out-
performs IndicBERT in terms of instance F1 scores
that showcase the robustness of our proposed ap-
proach as well its capabilities in handling all three
labels efficiently. However, it should also be noted
that IndicBERT majorly outperforms the Ensem-
ble approach in the individual task, highlighting
its power in understanding contextual meanings re-
lated to Aggression, Communal Bias, and Gender
Bias. The F1 scores for aggression are relatively
on the lower side because of the contextual over-
laps between the output labels, which was not the
case in Gender and Communal Bias. In the future,
the inclusion of better embeddings like glove and
BERT which capture the underlying semantic and
lexical relations could improve the performance
of the methodology manifolds. The application
of Ensembling techniques in a deep learning set-
ting could be another set of experimentations to be
considered.
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