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Message from the Organizers

Our workshop brings together researchers studying machine reading for question answering (MRQA). MRQA has emerged as an important testbed for evaluating how computer systems understand natural language, as well as a crucial technology for applications such as search engines and dialog systems. In recent years, MRQA systems have become much more accurate, and are even capable of retrieving evidence documents on the fly or answering without retrieved documents. Datasets and models have been developed to target many different aspects of the problem, including multi-hop reasoning, numerical reasoning, or commonsense reasoning.

Despite this progress, there are still many important desiderata that most MRQA systems do not adequately consider: multilinguality and interpretability. In the 3rd MRQA workshop, we therefore focus on these two emerging and crucial aspects of question answering models.

Systems today are predominantly evaluated by measuring accuracy on English benchmarks, yet an ideal question answering system would support a diverse range of languages. With recent developments of multilingual question answering datasets, it is timely to study how MRQA models can be designed to support typologically diverse languages.

Many systems produce correct answers for the wrong reason and are unable to explain their predictions. Given the opaque nature of modern large-scale pre-trained neural models, it is important to study how MRQA systems can offer users a way to trust (or not trust) an otherwise black-box model’s predictions, as well as offer practitioners ways to diagnose critical modeling issues or dataset biases.

As in past years, we sought paper submissions of previously unpublished work. To reflect our focus on our two themes, we had separate tracks for multilinguality and interpretability-related papers, as well as a general research track. Across these three tracks, we received 21 total paper submissions after withdrawals – 14 for the general research track, 5 for the multilingual track, and 2 for the interpretability track. While the submission counts have decreased from last year, we found the average quality of submitted papers to be higher than previous years. After discussion among the organizers, we have accepted a total of 16 papers and awarded one best paper and two honorable mention papers. We also have accepted 23 non-archival submissions that were accepted at other related conferences (such as papers accepted at the main conference/findings of ACL, EMNLP, SIGIR) to be presented at our workshop. Our final program therefore includes 39 papers, of which 16 papers are included in these proceedings.

We are excited to host six stellar invited speakers. In the morning session, Reut Tsarfaty, Jon Clark, and Yiming Cui will give talks on multilinguality in question answering; in the afternoon session, Jonathan Berant, Marco Tulio Ribeiro, and Hannaneh Hajishirzi will give talks on interpretability in question answering. We thank these speakers, our program committee, the EMNLP workshop chairs, and our sponsors, Baidu and Facebook, for helping to make this workshop possible.
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