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Figure 6: Overview of the crowdsourced task (only last of 5 question-response pairs shown for space).

(a) question
(b) answer, overanswer

(c) partial answer (d) shifted answer (e) can’t answer

Figure 7: Nested questions that appear for the question (a) and for the response (b-e).
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Annotation Label Example

Question attack Q: Could you take that $250 million and ensure that every man, woman, and child
in America has a CFPB tee shirt, ball cap, and koozie?

favor Q: So yes, you–exactly right. We weren’t actually–we were expecting you to try to
run out the clock like the last guy. But the–I want–I do want to congratulate
you on your staff reduction of 0.0614 percent of your staff. So yes, that would
be a sarcastic note to those that believe that you are gutting it all. I do want to
give you an opportunity, though, to address a couple of things that were brought
up. How many enforcement actions were taken under the former Bureau chief,
Director Cordray in his first 6 months?

neutral Q: Thank you, Mr. Chairman. As I mentioned in my opening statement there
are many reviews currently going on at the EPA, in the Inspector General’s
Office, Government Accountability Office, and other congressional committees,
about some of these concerns you are hearing about today, Mr. Administrator,
and that have been raised in the media. So my question is pretty easy. Will
you commit the EPA will provide this committee with all the documents and
information EPA produces for those inquiries?

Response ans+direct Q: So is what you are trying to do is make more information available or less
information available?

R: Yes, absolutely more information available.
ans+overanswer Q: OK. You have been attacked for flying first class. Is that illegal?

R: Congressman, that was approved by the travel office and the security team at
the EPA. I have since made changes to that. But that was—-

shift+correct Q: To the public. So you are going to require that every one of these decisions
or whatever they are based on, the data and the methodology as well as the
conclusions are transparent and available to the public. Is that going to be on
your website? How are we going to know this?

R: Well, it is actually a proposed rule, Congressman. It is actually something that
we are taking comment on, and I am sure there will be a wide array of comment
on that very proposal. But the objective, once again, is to ensure transparency,
reproducibility, with respect to the science that we rely upon in making our
decisions in rulemaking.

shift+dodge Q: Well, you say that but that is not accurate. Do you know that manufacturers of
methylene chloride paint strippers have been aware of deaths linked to this use
for more than 28 years but continue to produce it? Yes or no.

R: That is actually a solvent that we are considering under the—-
cant_ans+honest Q: This is to get a little bit to the budget we are actually here to discuss, there is a

program in your Agency called Leaking Underground Storage Tanks, short in
acronym is LUST. The money that goes into that fund is supposed to be used to
clean up or prevent leaks from underground storage tanks. To your knowledge,
is there anything under current law that prevents a State from using it for other
purposes? In other words, the money is supposed to be used to clean up these
underground storage tanks, but my understanding is very few States use it for
that purpose?

R: You know, Congressman, I am not aware of that happening but it is something
that we would investigate and look into if you have some information about
that happening in your State and elsewhere.

cant_ans+lying Q: No. You answer to me whether it is, “yes” or “no.” Your response?
R: But I didn’t quite catch the beginning of the question. I’m sorry.

Explanation (free-form) Q: Will you commit to working with Congress, and not against us, to make sure
section 702 is reauthorized, either the way you want it or the way we want it?

R: Congress gets to dispose; we get to give our opinion.
Does not say if they are willing to commit to working with congress or not.

Table 10: Annotations and examples labeled for the question and the response.
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Annotation Labels

Sentiment towards questioners very negative, negative, somewhat negative, neutral,
somewhat positive, positive, very positive

Sentiment towards witness very negative, negative, somewhat negative, neutral,
somewhat positive, positive, very positive

Table 11: Annotations and labels for the HIT.

So do you adjust your algorithms 
to prevent individuals interested 
in violence from being connected 
with like-minded individuals?

Sorry. Could you repeat that? 

Congressman, yes. That is 
certainly an important thing we 
need to do. 

Zuckerberg

Engel

Do you adjust your algorithms 
[…]?

Question label:
 neutral

Response label:
cant_ans+honest
Explanation:
Maybe he didn't hear it 
right.

Explanation:
Witness answers the 
question. He agrees with 
adjusting algorithms. 

Sentiment for questioner:
positive

Explanation:
The witness is completely 
avoiding the question.

Explanation:
So, he said yes but, more 
or less yes, in the future. 
The witness is hiding 
something.

Response label:
answer+direct

Response label:
cant_ans+lying

Question label:
 attack

Question type:
 polar

Response label:
shift+dodge

Question type:
 polar

Question label:
 neutral

Question label:
 neutral

Sentiment for questioner:
positive

Sentiment for witness:
somewhat positive

Sentiment for witness:
somewhat negative

Turn 1

Turn 2

Figure 8: The introductory example with all annotations from two annotators with conflicting interpretations of the responses
(the question type is determined by a rule-based classifier).
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Model macro-F1

LSTM 42.3 (6.6)
HAN 43.1 (11.9)

ALBERT 55.9 (8.0)
ELECTRA 55.8 (4.7)

+QUESTION* (All interrogatives) 57.6 (4.0)
+ENTIRE QUESTION 53.4 (22.0)
+QUESTION INTENTS 57.5 (18.0)

+ANNOTATOR* (Coarse-grained Witness) 62.0 (2.0)
+FINE-GRAINED WITNESS SENTIMENT 60.0 (2.0)
+FINE-GRAINED QUESTIONER SENTIMENT 57.7 (13.0)
+COARSE-GRAINED QUESTIONER SENTIMENT 58.9 (5.0)

Table 12: Results on the held-out fold’s dev set for additional
baselines (top), pretrained language models (middle), and
incorporating other contexts (bottom). The models with *
indicate the contextual models described in the main paper
(cross-validation results for these are in Table 8.)
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D Data Statement

The latest version of the data statement is main-
tained at https://github.com/elisaF/
subjective_discourse/blob/master/
data/data_statement.md.

Data Statement for SubjectiveResponses
Data set name: SubjectiveResponses
Citation (if available): TBD
Data set developer(s): Elisa Ferracane
Data statement author(s): Elisa Ferracane
Others who contributed to this document: N/A

A. CURATION RATIONALE
The purpose of this dataset is to capture sub-

jective judgments of responses to questions. We
choose witness testimonials in U.S. congressional
hearings because they contain question-answer
sessions, are often controversial and elicit sub-
jectivity from untrained crowdsourced workers.
The data is sourced from publicly available
transcripts provided by the U.S. government
(https://www.govinfo.gov/app/collection/chrg)
and downloaded using their provided APIs
(https://api.govinfo.gov/docs/). We download all
transcripts from 113th-116th congresses (available
as of September 18, 2019), then use regexes to
identify speakers, turns, and turns containing
questions. We retain hearings with only one
witness and with more than 100 question-response
pairs as a signal of argumentativeness. To ensure
a variety of topics and political leanings, we
sample hearings from each congress and eliminate
those whose topic is too unfamiliar to an average
American citizen (e.g. discussing a task force
in the Nuclear Regulatory Commission). This
process yields a total of 20 hearings: 4 hearings
from the 113th congress (CHRG-113hhrg86195,
CHRG-113hhrg88494, CHRG-113hhrg89598
CHRG-113hhrg93834), 5 hearings from the 114th
(CHRG-114hhrg20722, CHRG-114hhrg22125,
CHRG-114hhrg26003, CHRG-114hhrg95063,
CHRG-114hhrg97630), 7 hearings from the 115th
(CHRG-115hhrg25545, CHRG-115hhrg30242,
CHRG-115hhrg30956, CHRG-115hhrg31349,
CHRG-115hhrg31417, CHRG-115hhrg31504,
CHRG-115hhrg32380), and 4 hearings from
the 116th (CHRG-116hhrg35230, CHRG-
116hhrg35589, CHRG-116hhrg36001, CHRG-
116hhrg37282). For annotation, we then select the
first 50 question-response pairs from each hearing.

Code used to create the dataset is avail-
able at https://github.com/elisaF/
subjective_discourse.

B. LANGUAGE VARIETY/VARIETIES

• BCP-47 language tag: en-US

• Language variety description: American En-
glish as spoken in U.S. governmental setting

C. SPEAKER DEMOGRAPHIC

• Description: The speakers are from two
groups: the questioners are politicians (mem-
bers of Congress) and the witnesses can be
politicians, businesspeople or other members
of the general public.

• Age: No specific information was collected
about the ages, but all are presumed to be
adults (30+ years old).

• Gender: No specific information was col-
lected about gender, but members of Congress
include both men and women. The witnesses
included both men and women.

• Race/ethnicity (according to locally appropri-
ate categories): No information was collected.

• First language(s): No information was col-
lected.

• Socioeconomic status: No information was
collected.

• Number of different speakers represented: 91
members of Congress and 20 witnesses.

• Presence of disordered speech: No informa-
tion was collected but none is expected.

D. ANNOTATOR DEMOGRAPHIC
Annotators:

• Description: Workers on the Amazon Mechan-
ical Turk platform who reported to live in the
U.S. and had a >95% approval rating with
>500 approved HITs were recruited during
the time period of November 2019 - March
2020.

• Age: No information was collected.

• Gender: No information was collected.

https://github.com/elisaF/subjective_discourse/blob/master/data/data_statement.md
https://github.com/elisaF/subjective_discourse/blob/master/data/data_statement.md
https://github.com/elisaF/subjective_discourse/blob/master/data/data_statement.md
https://github.com/elisaF/subjective_discourse
https://github.com/elisaF/subjective_discourse
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• Race/ethnicity (according to locally appropri-
ate categories): No information was collected.

• First language(s): No information was col-
lected.

• Training in linguistics/other relevant disci-
pline: None.

Annotation guideline developer:

• Description: Elisa Ferracane

• Age: 40.

• Gender: Female.

• Race/ethnicity (according to locally appropri-
ate categories): Hispanic.

• First language(s): American English.

• Training in linguistics/other relevant disci-
pline: PhD candidate in computational lin-
guistics.

E. SPEECH SITUATION

• Description: Witness testimonials in U.S. con-
gressional hearings spanning the 114th-116th
Congresses.

• Time: 2013-2019

• Place: U.S. Congress

• Modality (spoken/signed, written): tran-
scribed from spoken.

• Scripted/edited vs. spontaneous: mostly spon-
taneous, though members of Congress some-
times read questions they have written down

• Synchronous vs. asynchronous interaction:
synchronous

• Intended audience: the U.S. government and
the general public, as all hearings are both
transcribed and televised

F. TEXT CHARACTERISTICS
The genre is political discourse in a highly struc-

tured setting where a chairperson runs the meet-
ing, and each member of Congress is afforded 5
minutes to question the witness but can yield their
time to others. Topics vary based on the congres-
sional committee that is holding the hearing, and in-
clude oversight of other governmental bodies (e.g.,

IRS, Department of Justice) and inquiries into busi-
nesses suspected of misconduct (e.g., FaceBook,
Wells Fargo).

G. RECORDING QUALITY
N/A

H. OTHER
N/A

I. PROVENANCE APPENDIX
N/A

About this document
A data statement is a characterization of a dataset

that provides context to allow developers and
users to better understand how experimental results
might generalize, how software might be appropri-
ately deployed, and what biases might be reflected
in systems built on the software.

Data Statements are from the Univer-
sity of Washington. Contact: [datastate-
ments@uw.edu](mailto:datastatements@uw.edu).
This document template is licensed as
[CC0](https://creativecommons.org/share-your-
work/public-domain/cc0/).

This version of the markdown Data State-
ment is from June 4th 2020. The Data
Statement template is based on worksheets
distributed at the [2020 LREC workshop on Data
Statements](https://sites.google.com/uw.edu/data-
statements-for-nlp/), by Emily M. Bender,
Batya Friedman, and Angelina McMillan-Major.
Adapted to community Markdown template by
Leon Dercyznski.


