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Abstract
Several cluster-based methods for semantic
change detection with contextual embeddings
emerged recently. They allow a fine-grained
analysis of word use change by aggregating
embeddings into clusters that reflect the differ-
ent usages of the word. However, these meth-
ods are unscalable in terms of memory con-
sumption and computation time. Therefore,
they require a limited set of target words to be
picked in advance. This drastically limits the
usability of these methods in open exploratory
tasks, where each word from the vocabulary
can be considered as a potential target. We pro-
pose a novel scalable method for word usage-
change detection that offers large gains in pro-
cessing time and significant memory savings
while offering the same interpretability and
better performance than unscalable methods.
We demonstrate the applicability of the pro-
posed method by analysing a large corpus of
news articles about COVID-19.

1 Introduction

Studying language evolution is important for many
applications, since it can reflect changes in the po-
litical and social sphere. In the literature, the study
of language evolution either focuses on long-term
changes in the meaning of a word, or on more
common short-term evolutionary phenomena, such
as the word suddenly appearing in a new context,
while keeping its meaning unchanged in a lexico-
graphic sense. We refer to all types of language
evolution—short- or long-term, with or without
meaning change—as word usage change, a broad
category that includes semantic change, but also
any shifts in the context in which a word appears.

Recent studies (Giulianelli et al., 2020; Martinc
et al., 2020a) show that clustering of contextual em-
beddings could be a proxy for word usage change:
if clusters, which in theory capture distinct word us-
ages, are distributed differently across time periods,
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it indicates a possible change in word’s context
or even loss or gain of a word sense. Thus, the
cluster-based approach offers a more intuitive in-
terpretation of word usage change than alternative
methods, which look at the neighborhood of a word
in each time period to interpret the change (Gonen
et al., 2020; Martinc et al., 2020b) and ignore the
fact that a word can have more than one meaning.
The main limitation of the cluster-based methods
is the scalability in terms of memory consumption
and time: clustering is applied to each word in the
corpus separately and all occurrences of a word
need to be aggregated into clusters. For large cor-
pora with large vocabularies, where some words
can appear millions of times, the use of these meth-
ods is severely limited.

To avoid the scalability issue, cluster-based meth-
ods are generally applied to a small set of less than
a hundred manually pre-selected words (Giulianelli
et al., 2020; Martinc et al., 2020a). This drastically
limits the application of the methods in scenarios
such as identification of the most changed words
in a large corpus or measuring of usage change
of extremely frequent words, since clustering of
all of word’s contextual embeddings requires large
computational resources. One way to solve the scal-
ability problem using contextual embeddings is to
average a set of contextual representations for each
word into a single static representation (Martinc
et al., 2020b). Averaging, while scalable, loses a
lot on the interpretability aspect, since word usages
are merged into a single representation.

The method we propose in this paper tackles scal-
ability and interpretability at the same time. The
main contributions of the paper are the following:

• A scalable method for contextual embeddings clus-
tering that generates interpretable representations
and outperforms other cluster-based methods.

• A method of measuring word usage change be-
tween periods with the Wasserstein distance. As
far as we are aware, this is the first paper leverag-
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ing optimal transport for lexical semantic change
detection.

• A cluster filtering step, which balances the defi-
ciencies of clustering algorithms and consistently
improves performance.

• An interpretation pipeline that automatically la-
bels word senses, allowing a domain expert to find
the most changing concepts and to understand how
those changes happened.

The practical abilities of our method are demon-
strated on a large corpus of news articles related to
COVID-19, the Aylien Coronavirus News Dataset1.
We compute the degree of usage change of almost
8,000 words, i.e., all words that appear more than
50 times in every time slice of the corpus, in the
collection of about half a million articles in order
to find the most changing words and interpret their
drift2.

2 Related Work

Diachronic word embedding models have under-
gone a surge of interest in the last two years with
the successive publications of three articles ded-
icated to a literature review of the domain (Ku-
tuzov et al., 2018; Tahmasebi et al., 2018; Tang,
2018). Most approaches build static embedding
models for each time slice of the corpus and then
make these representations comparable by either
employing incremental updating (Kim et al., 2014)
or vector space alignment (Hamilton et al., 2016b).
The alignment method has proved superior on a
set of synthetic semantic drifts (Shoemark et al.,
2019) and has been extensively used (Hamilton
et al., 2016b; Dubossarsky et al., 2017) and im-
proved (Dubossarsky et al., 2019) in the litera-
ture. The recent SemEval Task on Unsupervised
lexical semantic change detection has shown that
this method is most stable and yields the best
averaged performance across four SemEval cor-
pora (Schlechtweg et al., 2020).

Yet another approach (Hamilton et al., 2016a;
Yin et al., 2018) is based on comparison of neigh-
bors of a target word in different time periods. This
approach has been recently used to tackle the scal-
ability problem (Gonen et al., 2020).

In all these methods, each word has only one
representation within a time slice, which limits the
sensitivity and interpretability of these techniques.

1https://blog.aylien.com/free-coronavirus-news-dataset/
2The code can be found at https://github.com/

matejMartinc/scalable_semantic_shift

The recent rise of contextual embeddings such
as BERT (Devlin et al., 2019) and ELMO (Peters
et al., 2018) introduced significant changes to word
representations. Contextual embeddings can be
used for usage change detection by aggregating
the information from the set of token embeddings.
This can be done either through averaging of all
vectors within a time slice and then computing
averaged vector similarity (Martinc et al., 2020b),
by computing a pairwise distance between vectors
from different time slices (Kutuzov and Giulianelli,
2020), or by clustering all token representations
to approximate its set of senses (Giulianelli et al.,
2020). The analysis in this paper derives from this
last set of methods, which demonstrate a higher
performance than static embeddings methods at
least on some datasets (Martinc et al., 2020a).

Automatic semantic shift detection has been
used for text stream monitoring tasks, such as event
detection (Kutuzov et al., 2017) viewpoint anal-
ysis (Azarbonyad et al., 2017) or monitoring of
rapid discourse changes during crisis events (Stew-
art et al., 2017). None of these applications use
clustering techniques and, as far as we are aware,
only Martinc et al. (2020b) uses contextual em-
beddings for news stream analysis. In this paper
we demonstrate the large potential of contextual
embeddings for the interpretable tracking of short-
term changes in word usage, which has a practical
application for crisis-related news monitoring.

3 Scalability and Interpretability
Limitations of Previous Methods

The main motivation for this research are the scala-
bility or interpretability issues of previous methods
for word usage change detection. The ones us-
ing contextual embeddings are either interpretable
but unscalable (Giulianelli et al., 2020; Martinc
et al., 2020a) or scalable but uninterpretable (Mar-
tinc et al., 2020b). The scalability issues of inter-
pretable methods can be divided into two problems.

Memory consumption: Giulianelli et al. (2020)
and Martinc et al. (2020a) apply clustering on all
embeddings of each target word. This procedure
becomes unfeasible for large sets of target words
or if the embeddings need to be generated on a
large corpus, since too many embeddings need to
be saved into memory for further processing. To
give an example, single-precision floating-point in
Python requires 4 bytes of memory. Each contex-
tual embedding contains 768 floats (Devlin et al.,

https://blog.aylien.com/free-coronavirus-news-dataset/
https://github.com/matejMartinc/scalable_semantic_shift
https://github.com/matejMartinc/scalable_semantic_shift
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2019), leading each embedding to occupy 3072
bytes3. To use the previous methods on the Aylien
Coronavirus News Dataset, which contains 250M
tokens, about 768 Gb RAM would be necessary to
store the embeddings for the entire corpus. If we
limit our vocabulary to the 7,651 words that appear
at least 50 times in every time slice and remove the
stopwords (as we do in this work), we still need to
generate contextual embeddings for 120M tokens,
which is about 369 Gb of RAM.

Complexity of clustering algorithms: For the
complexity analyses, we denote by d the dimen-
sion of the embedding, k is the number of clusters
and n is the number of contextual embeddings, i.e.,
the number of word occurrences in the corpus. The
time complexity of the affinity propagation algo-
rithm (the best performing algorithm according to
Martinc et al. (2020a)) is O(n2td), with t being
the predefined maximum number of iterations of
the data point message exchange. The time com-
plexity of the simpler k-means algorithm4 can be
stated as O(tknd), where t is the number of iter-
ations of Lloyd’s algorithm (Lloyd, 1982). As an
example, consider the word coronavirus, which ap-
pears in the Aylien corpus about 1,2M times. For
k-means with k = 5 and a maximal number of iter-
ations set to 300 (the Scikit library default), about
300∗5∗1, 300, 000∗768 ≈ 1.5×1012 operations
are conducted for the clustering. With affinity prop-
agation with the maximum number of iterations set
to 200 (the default), clustering of the word coro-
navirus would require 1, 300, 0002 ∗ 200 ∗ 768 ≈
2.6× 1017 operations, which is impossible to con-
duct in a reasonable amount of time on a high end
desktop computer.

Contextual Embeddings Method with Inter-
pretability Limitations: The averaging ap-
proach (Martinc et al., 2020b) eliminates the scala-
bility problems: token embeddings for each word
are not collected in a list but summed together in
an element-wise fashion, which means that only
768 floats need to be saved for each word in the
vocabulary. The averaged word representation is
obtained for each time slice by dividing the sum by
the word count. A single embedding per word is

3If we ignore the additional memory of a Python
container—e.g., a Numpy list or a Pytorch tensor—required
for storing this data.

4Here we are referring to the Scikit implementation of
the algorithm employed in this work: https://scikit-learn.org/
stable/modules/generated/sklearn.cluster.KMeans.html.

saved, leading to only 23.5 Mb of RAM required to
store the embeddings for 7,651 words. These repre-
sentations loose on the interpretability aspect, since
all word usages are merged into a single averaged
representation. It makes the method inappropri-
ate for some tasks such as automatic labelling of
word senses, and in some cases affects the overall
performance of the method (Martinc et al., 2020a).

4 Methodology

Our word usage change detection pipeline follows
the procedure proposed in the previous work (Mar-
tinc et al., 2020a; Giulianelli et al., 2020): for each
word, we generate a set of contextual embeddings
using BERT (Devlin et al., 2019). These repre-
sentations are clustered using k-means or affinity
propagation and the derived cluster distributions
are compared across time slices by either using
Jensen-Shannon divergence (JSD) (Lin, 2006) or
the Wasserstein distance (WD) (Solomon, 2018).
Finally, words are ranked according to the distance
measure, assuming that the ranking resembles a
relative degree of usage shift.

The primary contributions of this work lay in
the embedding generation step, which improves
the scalability of the method, and in leveraging
WD to compute the distance between clusters. We
also propose post-processing steps, which domain
experts could use for the interpretation of results.
We now describe the pipeline in more details.

4.1 Embeddings Generation

We use a pre-trained BERT model for each lan-
guage of the evaluation corpora5. All models have
12 attention layers and a hidden layer of size 768.
We fine-tune them for domain adaptation on each
corpus as a masked language model for 5 epochs.
Then, we extract token embeddings from the fine-
tuned models. Each corpus is split into time slices.
The models are fed 256 tokens long sequences in
batches of 16 sequences at once. We generate se-
quence embeddings by summing the last four en-
coder output layers of BERT, following Devlin et al.
(2019). Next, we split each sequence into 256 sub-
parts to obtain a separate contextual embedding of
size 768 for each token. Since one token does not
necessarily correspond to one word due to byte-

5For German: bert-base-german-cased (https://deepset.
ai/german-bert, for English: bert-base-uncased model,
for Latin: bert-base-multilingual-uncased model from the
huggingface library, for Swedish: bert-base-swedish-
uncased (https://github.com/af-ai-center/SweBERT).

https://scikit-learn.org/stable/modules/generated/sklearn.cluster.KMeans.html
https://scikit-learn.org/stable/modules/generated/sklearn.cluster.KMeans.html
https://deepset.ai/german-bert
https://deepset.ai/german-bert
https://github.com/af-ai-center/SweBERT
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pair tokenization, we average embeddings for each
byte-pair token constituting a word to obtain em-
beddings for each occurrence of a word.

Next, after obtaining a contextual embedding
vector for each target word in a specific sequence,
we decide whether this vector should be saved to
the list or merged with one of the previously ob-
tained vectors for the same word in the same time
slice. To improve the scalability, we limit the num-
ber of contextual embeddings that are kept in the
memory for a given word and time slice to a prede-
fined threshold. The threshold of 200 was chosen
empirically from a set of threshold candidates (20,
50, 100, 200, 500) and offers a reasonable com-
promise between scalability and performance. The
new vector is merged if it is too similar—i.e., a
duplicate or a near-duplicate—to one of the saved
vectors or if the list already contains a predefined
maximum number of vectors (200 in our case).

More formally, we add the new embedding enew
to the list of word embeddings L = {ei, ..., en} if:

|L| < 200 & ∀ei ∈ L : s(enew, ei) < 1− ε
where s is the cosine similarity and ε is a threshold
set to 0.01.

If |L| ≥ 200 or if any vector in the list L is a
near duplicate to enew, we find a vector em in the
list which is the closest to enew in terms of cosine
similarity:

em = argmax
ei∈L

s(ei, enew)

This element em is then modified by summing it
with enew:

em ← em + enew

The number of summed-up elements for each
of the 200 groups in the list is stored besides their
summed-up representations. Once the model has
been fed with all the sequences in the time slice, the
final summed-up vector is divided by this number
to obtain an averaged embedding.

By having only 200 merged word embeddings
per word per time slice, and by limiting the vo-
cabulary of the corpus to 7,651 target words, we
require up to 4.7 Gb of space for each time slice,
no matter the size of the corpus. While this is still
200 times more space than if the averaging method
was used (Martinc et al., 2020b), the conducted
experiments show that the proposed method nev-
ertheless keeps the bulk of the interpretability of
the less scalable method proposed by Giulianelli
et al. (2020), and offers competitive performance
on several corpora.

4.2 Clustering

After collecting 200 vectors for each word in each
time slice, we conduct clustering on these lists to
extract the usage distribution of the word at each
period. Clustering for a given word is performed
on the set of all vectors from all time slices jointly.

We use two clustering methods previously ap-
plied for this task, namely k-means used in Giu-
lianelli et al. (2020) and affinity propagation in Mar-
tinc et al. (2020a). The main strength of affinity
propagation is that the number of clusters is not de-
fined in advance but inferred during training. The
clustering is usually skewed: a limited number of
large clusters is accompanied with many clusters
consisting of only a couple of instances. Thus, affin-
ity propagation allows to pick out the core senses
of a word. K-means tends to produce more even
clusters. Appearance of small clusters that contain
only few instances and do not represent a specific
sense or usage of the word is nevertheless relatively
common, since BERT is sensitive to syntax and
pragmatics, which are not necessarily relevant for
usage change detection. Another limitation of the
k-means algorithm is that the number of clusters
needs to be set in advance. This means that if the
number of actual word usages is smaller than a pre-
defined number of clusters, k-means will generate
more than one cluster for each word usage.

To compensate for these deficiencies, we pro-
pose an additional filtering and merging step. A
cluster is considered to be a legitimate representa-
tion of a usage of the word, if it contains at least
10 instances6. We compute the average embed-
ding inside each cluster, and measure the cosine
distance (1 - cosine similarity) between the average
embeddings in each pair of legitimate clusters for
a given word. If the distance between two clusters
is smaller than a threshold, the clusters are merged.
The threshold is defined as avgcd−2∗stdcd, where
avgcd is the average pairwise cosine distance be-
tween all legitimate clusters and stdcd is the stan-
dard deviation of that distance. This merging pro-
cedure is applied recursively until the minimum
distance between the two closest clusters is larger
than the threshold. After that, the merging proce-

6The threshold of 10 was derived from the procedure for
manual labelling employed in the SemEval Task (Schlechtweg
et al., 2020), where a constraint was enforced that the specific
sense is attested at least 5 times in a specific time period in
order to contribute word senses. We set the overall threshold
of 10, which roughly translates to 5 per time period, since all
of our test corpora (besides Aylien) contain two time periods.
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dure is applied to illegitimate clusters (that contain
less than 10 instances), using the same threshold.
Illegitimate clusters could be added into one of the
legitimate clusters or merged together to form a
legitimate cluster with more than 10 instances. If
there is no cluster that is close enough to be merged
with, the illegitimate cluster is removed.

4.3 Change Detection and Interpretation

After the clustering procedure described above, for
each word in each time slice, we extract its cluster
distribution and normalise it by the word frequency
in the time slice. Then target words are ranked ac-
cording to the usage divergence between successive
time slices, measured with the JSD or the WD7. If
a ground-truth ranking exists, the method can be
evaluated using the Spearman Rank Correlation to
compare the true and the outputted ranking. In the
exploratory scenario, the ranking is used to detect
the most changing words and then investigate the
most unevenly distributed clusters over time for the
interpretation of the change.

JSD has been used for semantic shift detection
in several recent papers, e.g. (Martinc et al., 2020a;
Giulianelli et al., 2020; Kutuzov and Giulianelli,
2020). Since this is the first paper applying WD for
this purpose, we describe it in more details.

The motivation for using the WD (Solomon,
2018) is to take into account the position of the
clusters in the semantic space when comparing
them. The JSD leverages semantic information en-
coded in the embeddings indirectly, distilled into
two time-specific cluster distributions that JSD re-
ceives as an input. In addition to cluster distribu-
tions, WD accesses characteristics of the semantic
space explicitly, through a matrix of cluster aver-
ages (obtained by averaging embeddings in each
cluster) of size T × k × 768, where k is a number
of clusters, T is a number of time slices and 768 is
the embedding dimension.

This setup is a classical problem that can be
solved using optimal transport (Peyré et al., 2019).
We denote with µ1 and µ2 the sets of k average
embedding points in the two vector spaces, and
with c1 and c2 the associated clusters distributions.
Thus, c1 and c2 are histograms on the simplex (pos-
itive and sum to 1) that represent the weights of
each embedding in the source (µ1) and target (µ2)
distributions. The task is to quantify the effort of
moving one unit of mass from µ1 to µ2 using a cho-

7Using the POT package https://pythonot.github.io/.

sen cost function, in our case the cosine distance. It
is solved by looking for the transport plan γ, which
is the minimal effort required to reconfigure c1’s
mass distribution into that of c2. The WD is the
sum of all travels that have to be made to solve the
problem:

WD(c1, c2) = min
γ

∑
i,j

γi,jMi,j

with γ1 = c1; γ
ᵀ1 = c2; γ ≥ 0

Where M ∈ R+
m×n is the cost matrix defining

the cost to move mass from µ1 to µ2. We use the
cosine similarity s, with M = 1− s(µ1, µ2).

Interpretation. Once the most changing words
are detected, the next step is to understand how
they change between two time slices by interpreting
their clusters of usages.

Cluster distributions can be used directly to iden-
tify the clusters that are unevenly distributed across
a time dimension. However, a cluster itself may
consist of several hundreds or thousands of word
usages, i.e. sentences. Interpreting the underlying
sense behind each cluster by manually looking at
the sentences is time-consuming. To reduce human
work, we extract the most discriminating words and
bigrams for each cluster: by considering a cluster
as a single document and all clusters as a corpus,
we compute the term frequency - inverse document
frequency (tf-idf) score of each word and bigram in
each cluster. The stopwords and the words appear-
ing in more than 80% of the clusters are excluded
to ensure that the selected keywords are the most
discriminant. Thus, a ranked list of keywords for
each cluster is obtained and top-ranked keywords
are used for the interpretation of the cluster.

5 Evaluation

We use six existing manually annotated datasets
for evaluation. The first dataset, proposed by Gu-
lordava and Baroni (2011), consists of 100 English
words labelled by five annotators according to the
level of semantic change between the 1960s and
1990s8. To build the dataset, the annotators evalu-
ated semantic change using their intuition, without
looking at the context. This procedure is problem-
atic since an annotator may forget or not be aware
of a particular sense of the word.

8In order to make the proposed approach comparable to
previous work, we remove four words that do not appear in
the BERT vocabulary from the evaluation dataset, same as in
Martinc et al. (2020a).

https://pythonot.github.io/
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COHA SE English SE Latin SE German SE Swedish DURel Avg. all
METHODS NOT USING CLUSTERING

SGNS + OP + CD 0.347 0.321 0.372 0.712 0.631 0.814 0.533
Nearest Neighbors 0.310 0.150 0.273 0.627 0.404 0.590 0.392
Averaging 0.349 0.315 0.496 0.565 0.212 0.656 0.432
NON-SCALABLE CLUSTERING METHODS

k-means 5 JSD 0.508 0.189 0.324 0.528 0.238 0.560 0.391
aff-prop JSD 0.510 0.313 0.467 0.436 -0.026 0.542 0.374
INTERPRETABLE SCALABLE METHODS

Without filtering or merging of clusters
k-means 5 JSD 0.430 0.316 0.358 0.508 0.073 0.658 0.390
aff-prop JSD 0.394 0.371 0.346 0.498 0.012 0.512 0.355
k-means 5 WD 0.372 0.360 0.450 0.514 0.316 0.607 0.437
aff-prop WD 0.369 0.456 0.397 0.421 0.264 0.484 0.399
With filtering and merging of clusters
k-means 5 JSD 0.448 0.318 0.374 0.519 0.073 0.649 0.397
aff-prop JSD 0.403 0.348 0.408 0.583 0.018 0.712 0.412
k-means 5 WD 0.382 0.375 0.466 0.520 0.332 0.628 0.451
aff-prop WD 0.352 0.437 0.488 0.561 0.321 0.686 0.474

Table 1: Spearman Rank Correlation between system output rankings and ground truth rankings for various
datasets. “SE” stands for SemEval.

The organizers of the recent SemEval-2020 Task
1— Unsupervised Lexical Semantic Change Detec-
tion (Schlechtweg et al., 2020)—employed another
approach: the annotators had to decide whether a
pair of sentences from different time periods con-
vey the same meaning of the word (Schlechtweg
and Schulte im Walde, 2020). For each of the four
languages—German, English, Latin and Swedish—
senses were manually annotated by labeling word
senses in a pair of sentences drawn from differ-
ent time periods. All SemEval-2020 Task 1 cor-
pora contain only two periods and the sentences
are shuffled and lemmatized. The lexical semantic
change score is defined as the difference between
word sense frequency distributions in the two time
periods and measured by the Jensen-Shannon Dis-
tance (Lin, 2006).

The DURel dataset (Schlechtweg et al., 2018)
is composed of 22 German words, ranked by se-
mantic change by five annotators between two time
periods, 1750–1799 and 1850–1899. Similarly to
SemEval, the ranking was build by evaluating the
relatedness of pairs of sentences from two periods.

In order to conduct usage change detection on
the target words proposed by Gulordava and Ba-
roni (2011), we fine-tune the English BERT-base-
uncased model and generate contextual embed-
dings on the Corpus of Historical American English

(COHA)9. We only use data from the 1960s to the
1990s (1960s has around 2.8M and 1990s 3.3M
words), to match the manually annotated data. For
the SemEval Task 1 evaluation set, we fine-tune the
BERT models and generate contextual embeddings
on the four corpora provided by the organizers of
the task, English (about 13.4M words), German
(142M words), Swedish (182M words) and Latin
(11.2M words). Finally, we fine-tune BERT and
generate embeddings on the German DTA corpus
(1750–1799 period has about 25M and 1850–1899
has 38M tokens)10.

The results are shown in Table 1. We compare
our scalable approach with the non-scalable clus-
tering methods used by Giulianelli et al. (2020) and
Martinc et al. (2020a). Averaging (Martinc et al.,
2020b) is the less interpretable method described in
Section 3. SGNS + OP + CD (Schlechtweg et al.,
2019) refers to the state-of-the-art semantic change
detection method employing non-contextual word
embeddings: the Skip-Gram with Negative Sam-
pling (SGNS) model is trained on two periods inde-
pendently and aligned using Orthogonal Procrustes
(OP). Cosine Distance (CD) is used to compute the
semantic change. The Nearest Neighbors method
(Gonen et al., 2020) also uses SGNS embeddings.

9https://www.english-corpora.org/coha/
10https://www.ims.uni-stuttgart.de/en/research/resources/

experiment-data/durel/

https://www.english-corpora.org/coha/
https://www.ims.uni-stuttgart.de/en/research/resources/experiment-data/durel/
https://www.ims.uni-stuttgart.de/en/research/resources/experiment-data/durel/
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For each period, a word is represented by its top
nearest neighbors (NN) according to CD. Semantic
change is measured as the size of the intersection
between the NN lists of two periods.

On average, the proposed scalable clustering
with filtering and merging of clusters leads to a
higher correlation with gold standard than the stan-
dard non-scalable clustering methods: the best
method (aff-prop WD) achieving a Spearman corre-
lation with the gold standard of 0.474 compared to
the best non-scalable k-means 5 JSD achieving the
Spearman correlation of 0.391. The method also
outperforms averaging and NN, though it is outper-
formed by a large margin by the SGNS+OP+CD,
achieving the score of 0.533.

The best performing clustering algorithm differs
for different datasets. On average, affinity propaga-
tion only outperforms k-means when filtering and
merging of clusters is employed. The effect of the
filtering on k-means is positive on average but the
difference is thin, as the number of clusters is low.

WD leads to better results than JSD on most
of the corpora where averaging outperforms clus-
tering, the only exception is DURel. An extreme
example is the Swedish SemEval dataset, where the
clustering with JSD performs particularly poorly:
using the WD, which takes into account the av-
erage embeddings on top of cluster distributions,
greatly increases the correlation with the gold stan-
dard. On the contrary, on COHA where averaging
performs poorly in comparison to clustering, WD
is under-performing.

6 Use Case: Aylien COVID-19 Corpus

The combination of scalable clustering with the
interpretation pipeline opens new opportunities for
diachronic corpus exploration. In this section, we
demonstrate how it could be used to analyze the
Aylien Coronavirus News Dataset. The corpus con-
tains about 500k news articles related to COVID-19
from January to April 202011, unevenly distributed
over the months (160M words in March, 41M in
February, 35M in April and 10M in January). We
split the corpus into monthly chunks and apply our
scalable word usage change detection method.

6.1 Identification of the Top Drifting Words

The scalable method allows to perform embeddings
extraction and clustering for all words in the corpus.

11We used an older version of the corpus. Currently the
data from May are also available.

1 diamond 6 tag
2 king 7 paramount
3 ash 8 lynch
4 palm 9 developers
5 fund 10 morris

Table 2: Top 10 most changed words in the corpus ac-
cording to a monthly-averaged WD of k-means (k = 5)
cluster distributions.

We extract the top words with the highest average
WD between the successive months to conduct a
deeper analysis. We exclude words that appear less
than 50 times in each month to avoid spurious drifts
due to words having too few occurrences in a time
slice. However, some drifts due to corpus artefacts
remain, in particular dates such as ’2019-20’. Thus,
words containing numbers and one-letter words are
also removed.

In Table 2 we present the top 10 most drift-
ing words extracted using k-means with k=5 and
ranked according to the average WD across the
four months12. Among them, the word diamond
is related to the cruise ship “Diamond Princess”,
which suffered from an outbreak of COVID-19 and
was quarantined for several weeks. The word king,
which is the second most changing word, is related
to the King county, Washington, where the first
confirmed COVID-19 related death in the USA
appeared, and to the Netflix show “Tiger King”,
which was released in March. Thus, the primary
context for this word changed several times, which
is reflected in our results. Other words are mostly
constituent words in named entities, related e.g.,
to an American Society of Hematology (ASH) Re-
search Collaborative’s Data Hub, which is captur-
ing data on subjects tested positive for COVID-19.

The results suggest that the model does what it is
meant to do: for most words in the list it is possible
to find an explanation why its usage changed dur-
ing the beginning of 2020. The list contains many
proper names or proper name constituents, which
could be either desirable or undesirable property,
depending on research goals. Some work focuses
specifically on proper names (Hennig and Wilson,
2020), since they could be a good proxy to shifts
in socio-political situations. On the other hand, if

12This is a rather arbitrary procedure: one can imagine that
a domain expert would prefer a different frequency threshold
or focus more on a given month. The most time-consuming
part is embedding extraction. Once this is done, clustering and
keyword extraction can be done as many times as necessary.
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# Keywords
0 diamond princess, cruise ship, princess cruise,

japanese, tested positive, confirm, ship diamond
1 neil diamond, comic, sweet caroline, trump, song,

diamond said, comic book,
2 diamond hill, hill capital, diamond jubilee, di-

amond mountain, league postponed, portfolio,
athletics

3 diamond industry, black diamond, jewellery,
hong kong, diamond ring, surat diamond, india

Figure 1: Cluster distributions per month and top keywords for each cluster for word diamond.

the focus of the study are shifts in more abstract
concepts, then proper names could be filtered out
before the embedding generation stage by employ-
ing named entity recognition tools.

6.2 Interpretation of the Usage Change

The interpretation pipeline, described in Sec-
tion 4.3, is illustrated in figures 1 and 2. We focus
on two words, diamond and strain, to show the var-
ious phenomena that can be detected. Diamond is
the top drifting word in the entire vocabulary (see
Table 2); it can be both a common noun and an
entity, inducing usage drift when the entity appears
in the newspapers after events with high media cov-
erage. Strain is the 38th word with the highest drift
overall, and the 15th highest between February and
March 2020. It has several different senses whose
usage vary across time following the events in the
news. We cluster their vector representations from
the Aylien corpus using k-means with k = 5 and
apply the cluster filtering and merging step. Then,
using tf-idf on unigrams and bigrams, we extract
a set of keywords for each cluster to interpret the
variations of their distribution.

The keywords and cluster distributions for the
word diamond can be found in Figure 1. One of the
clusters was removed at the filtering step, as it had
less than 10 embeddings inside, and no other cluster
was close enough. A clear temporal tendency is vis-
ible from the cluster distribution in Figure 1: a new
major usage appears in February, corresponding to
the event of the quarantined cruise ship (Cluster 0);
this association is revealed by the keywords for this
cluster. Moreover, the WD between January and
February, when the outbreak happened, is 0.337;
it is also very high between February and March

(0.342). It reflects the large gap between the cluster
distributions, first with the appearance of Cluster
0 in February that made the other usages of the
word diamond in the media almost disappear, and
then the reappearance of other usages in March,
when the situation around the cruise ship gradually
normalized. Cluster 1, that appears in March, is
related to Neil Diamond’s coronavirus parody of
the song “Sweet Caroline" which was shared mid-
March on the social media platforms and received a
lot of attention in the US. Cluster 3 is related to the
diamond industry; it is much less discussed as soon
as the pandemic breaks out in February. Finally,
Cluster 2 deals with several topics: Diamond Hill
Capital, a US investment company, and the Wanda
Diamond League, an international track and field
athletic competition which saw most of its meet-
ings postponed because of the pandemic. This last
cluster shows the limitations of our clustering: it is
complex to identify and differentiate all the usages
of a word perfectly.

The keywords and cluster distributions for the
word strain can be found in Figure 2. This is a
polysemic word with two main senses in our cor-
pus: as the variant of a virus or bacteria (biological
term) and as “a severe or excessive demand on
the strength, resources, or abilities of someone or
something” (Oxford dictionary). Clusters 1, 3 and
4, which roughly match the second sense of the
word (strain on healthcare systems in cluster 4, fi-
nancial strain in cluster 3 and strain on resources
and infrastructure in cluster 1), grow bigger across
time, while clusters 0 and 2, which match the first
sense of the word (e.g., new virus strain), shrink.
This behavior underlines the evolution of the con-
cerns related to the pandemic in the newspapers.
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# Keywords
0 strain coronavirus, new strain, city wuhan, novel

strain, strain virus, chinese city
1 strain health, strain resources, stream, network in-

frastructure, international resources, likely strain
2 new strain, acute respiratory, 2019 ncov, respira-

tory syndrome, severe acute, identified humans
3 financial strain, feeling strain, strain coronavirus,

economic strain, signs strain, strain said
4 ease strain, putting strain, strain health, reduce

strain, care system, strain hospitals

Figure 2: Cluster distributions per month and top keywords for each cluster for word strain.

7 Conclusion

We proposed a scalable and interpretable method
for word usage change detection, which outper-
forms the non-scalable contextual embeddings-
based methods by a large margin. The new method
also allows completely data-driven analysis of
word sense dynamic in large corpora, which was
impossible to conduct with unscalable methods.
This opens new opportunities in both language
change studies and text stream monitoring tasks.
In this paper we focused on the latter application
by analysing a large corpus of COVID-19 related
news.

The method is outperformed by the state-of-the-
art SGNS+OP+CD method. We hypothesise that
this can be connected with the fact that the sen-
tences in all but one evaluation corpus (COHA)
are shuffled, meaning that BERT models cannot
leverage the usual sequence of 512 tokens as a con-
text, but are limited to the number of tokens in the
sentence. We will explore this hypothesis in the
future.

Despite achieving lower performance than the
SGNS+OP+CD method, we nevertheless argue that
our method offers a more fine-grained interpreta-
tion than methods based on non-contextual embed-
dings, since it accounts for the fact that words can
have multiple meanings. The cluster-based tech-
nique returns a degree of change and a set of sen-
tence clusters for each word in the corpus, roughly
corresponding to word senses or particular usages.
For this reason, the approach can be used for detec-
tion of new word usages and for tracing how these
usages disappear, as we have shown in Section 6.
Even more, word usages and their distributions
over time could be linked with real-word events

by labeling sentence clusters with a set of cluster-
specific keywords.

Overall, we observe a large disparity between
results on different evaluation corpora. This is
in line with the results of the Semeval 2020
task 1 (Schlechtweg et al., 2020), where none of
the best-performing methods was able to achieve
the best result on all corpora. In practice, differ-
ent methods focus on different aspects of word
usage change: Averaging and SGNS+OP+CD fo-
cus on average variation of word usage, hiding the
intra-period diversity. When it comes to clustering,
JSD-based method detects the appearance or disap-
pearance of a given usage, even a minor one. The
WD-based method, using information from both
the cluster distribution and the embeddings vectors,
represents a compromise between the averaging
and the JSD-based methods.

In this paper we follow the general approach in
semantic shift detection literature and apply our
analysis on the raw text. However, our results
demonstrate that at least news monitoring appli-
cations would benefit from the application of the
traditional text processing pipeline, in particular
the extraction of named entities and dates. This
will be addressed in the future work.
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