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Abstract

Recently, quite a few studies have been progressive for temporal relation extraction, which is an important work used in several natural language processing applications. However, less concentration has been paid to corpora of Asian languages. In this work, we explored the feasibility of applying neural networks to temporal relation identification in the non-English corpora, especially Japanese corpora, BCCWJ-TimeBank. We explored the strength of combining contextual word representations (CWR) such as BERT (Devlin et al., 2019) and shortest dependency paths (SDP) for Japanese temporal relation extraction. We carefully designed a set of experiments to gradually reveal the improvements contributed by CWR and SDP. The empirical results suggested the following conclusions: 1) SDP offers richer information for beating the experiments with only source and target mentions. 2) CWR significantly outperforms fastText. 3) In most cases, the model applied CWR + SDP + Fine-tuning achieves the best performance overall.

1 Introduction

Temporal relation extraction is the task to identify temporal relationships between pairs of mentions, namely temporal expressions, and events and is useful in various Natural Language Processing (NLP) applications, such as question answering, storytelling, text summarization, etc. Many studies have so far proposed methods to extract temporal relation from English corpora (Pustejovsky et al., 2003a; UzZaman et al., 2012; Cheng and Miyao, 2017; Dligach et al., 2017; Tourille et al., 2017; Lin et al., 2017; Lin et al., 2018; Lin et al., 2019; Lin et al., 2020), however, unlike English, there are few temporal relation identification studies in Asian languages, due to limited data resources. On the other hand, Asahara et al. (2013) proposed the first Japanese temporal information corpus, BCCWJ-TimeBank (see, section 3 for more detail). Yoshikawa et al. (2014) used this Japanese corpus for temporal relation identification, however, there is still much space to explore for the temporal relation identification in Japanese. We, therefore, attempt to tackle it with the Japanese corpora in this study.

Temporal relation extraction is a kind of study of relation extraction. Bunescu and Mooney (2005) showed that there is a shortest path between the two entities in the dependency structure of a sentence, called shortest dependency path (SDP), which works well to extract the relation between the two entities. Xu et al. (2015) applied SDP in the BiLSTM framework for relation extraction and got the state-of-the-art results of those days. The SDP was also used in the deep learning framework for temporal relation extraction (Cheng and Miyao, 2017; Cheng and Miyao, 2018; Jiang et al., 2019; Li et al., 2019) and provided good results.

Recently, contextual word embedding models, such as ELMo (Peters et al., 2018) and BERT (Devlin et al., 2019) have been effectively used as contextual word representations. Differently from word embeddings such as word2vec (Mikolov et al., 2013)
or GloVe (Pennington et al., 2014), these methods compute the embeddings for a sentence on the fly by taking the context of a target mention into account (Reimers et al., 2019).

From such a background, in this study, we decide to explore the strength of combining the shortest dependency paths and contextual word representations (CWR) for temporal relation classification in Japanese. We use a BERT model pre-trained on the NINJAL Web Japanese Corpus (NWJC)\(^1\), to retrieve the contextual word representations of tokens.

The contributions of our work are as follows:

1. We presented a deep neural network-based model for Japanese temporal relation identification.

2. We conducted experiments achieving detailed empirical comparisons of various combinations of using contextual/non-contextual embedding and SDP/non-SDP model and investigated which features work best to extract temporal relations.

3. The experimental results show that both contextualized word representations and syntactic dependency information contribute to temporal relation identification.

2 Related studies

2.1 Multilingual Temporal Information Corpora

Starting with TimeBank (Pustejovsky et al., 2003b) and other temporal information corpora (XUE, 2005), a series of competitions on temporal information extraction (TempEval-1,2,3) (Verhagen et al., 2009; Verhagen et al., 2010; UzZaman et al., 2012) have been growing research efforts. While the Spanish data is released as TempEval-3, less attention has been paid to the Asian languages, such as Japanese, Chinese, etc. Asahara et al. (2013) started the first corpus-based study on annotating Japanese temporal information in the “The Balanced Corpus of Contemporary Written Japanese (BCCWJ)” corpus, and released it as BCCWJ-Timebank (Asahara et al., 2013). BCCWJ corpus is a balanced text resource containing extensive samples of modern Japanese texts and covering wide genres such as general books, magazines, newspapers, business reports, etc. To our knowledge, there is not any deep neural network-based model for tackling temporal relation identification with any Japanese corpora yet.

2.2 Neural Temporal Relation Classification

In recent years, quite a few studies on temporal relation extraction using deep neural networks have been proposed. Dligach et al. (2017) and Lin et al. (2017) used convolutional neural networks for temporal relation extraction and proposed a method for representing time expressions with single pseudo-tokens for CNNs. They established a new state-of-the-art result for a clinical temporal extraction task. Tourille et al. (2017) used BiLSTM (Hochreiter and Schmidhuber, 1997) to identify the relation between medical events and/or temporal expressions with the THYME corpus, clinical notes in English from the Mayo Clinic. Lin et al. (2018) proposed a recurrent neural network (RNN) with multiple semantically heterogeneous embeddings within a self-training framework. To extract temporal relation from medical corpora, they used both word embeddings made from clinical data sources and general domain sources and showed that their proposed method could generalize to new clinical domain data and obtained state-of-the-art performance in an unsupervised domain adaptation setting. Galvan et al. (2018) adopt the tree-based LSTM-RNN model proposed by Miwa and Bansal (2016) to temporal relation extraction from clinical texts.

In recent years, a large number of existing studies use BERT or other contextual word embedding because BERT provides a breakthrough in natural language processing, significantly outperforming previous state-of-the-art models on temporal relation extraction tasks. Han et al. (2019) established baselines for event temporal relation extraction on two story narrative datasets related to event description and causal and temporal relation, and applied their BERT-based method to extract those relations and showed that BERT worked well to extract the relations. Lin et al. (2019) applied BERT to extract temporal relation aiming to build a sentence-agnostic framework based on the fact that BERT is trained on large quantities of arbitrary spans of contiguous
text instead of sentences. They also applied the idea of one-pass encodings for multiple relations extraction (Wang et al., 2019) for temporal relation extraction and increased its efficiency and scalability (Lin et al., 2020).

On the other hand, temporal relation extraction has been studied as a kind of relation extraction study, therefore, there is another approach for temporal relation extraction originating from the conventional relation extraction method. Bunescu and Mooney (2005) showed that the shortest path between the two entities in the dependency structure of a sentence, called 'shortest dependency path (SDP; see section 4.1 for detail'), works well to extract the relation between those entities.

As the studies to use SDP for relation identification of entities, Xu et al. (2015) presented SDP-LSTM, a neural network to classify the relation of two entities in a sentence using heterogeneous information along with the SDP as input information, and achieved a high F1-score with SemEval 2010 relation classification task. Jiang et al. (2019) proposed a BiLSTM-CNN-Attention model based on semantic dependency graph to extract sentence features extracting the SDP between the two entities from the semantic dependency graph as the input to the model. The shortest path combines the structural and semantic features of the sentence, which contributes to distinguishing between positive and negative examples in multi-instance learning. Their experimental results obtained high precision, showing that the model is adept in extracting structural features and semantic features.

Cheng and Miyao (2017) borrowed a state-of-the-art method of those days of relation extraction (Xu et al., 2015) and firstly introduced a SDP-based LSTM model to the temporal relation classification task. Their model achieved comparable performance without using external resources. Li et al. (2019) also showed that SDP worked well for relation extraction, demonstrating the effectiveness of syntactic structures in deep learning-based relation extraction by showing their proposed method significantly improved the performances on clinical notes.

In this study, we propose a neural network model combining SDP and CWR for temporal relation extraction for the Japanese corpus, i.e., BCCWJ-TimeBank.

3 BCCWJ-TimeBank

The basic specifications of BCCWJ-TimeBank (Asahara et al., 2013) is based on TimeML (Pustejovsky et al., 2003a) and its temporal definition tags are adopted to Japanese language. There are four tags in the specification: <TIMEX3> for temporal expressions, <EVENT> and <MAKEINSTANCE> for event expressions, and <TLINK> for temporal ordering. As for <TLINK>, BCCWJ-TimeBank uses a variant of Allen’s interval algebra (Allen, 1983); there are 13 labels for temporal ordering and three for event-subevent relations. Furthermore, it has a label 'vague' for under-specified relations. So, we deal with 17 labels for temporal ordering. In our study, we focus on extracting temporal relations in the following four event relation types.

- **DCT**: Relation between an event instance and document creation time (DCT).
- **T2E**: Relation between a <TIMEX3>(non DCT) and an event instance within one sentence.
- **E2E**: Relation between two consecutive event instances.
- **MAT**: Relation between two consecutive matrix verbs of event instances.

Figure 1 shows an example of temporal relation extraction task in Japanese. There are three events (i.e. e1:話し合う (discuss), e2:提言 (suggest), e3:なり (become)), one time expression (i.e. t1:十月 (October)), and one DCT (Documentary Creation Time) in the sentence. The directed edges in the figure indicate the temporal relations between these entities. Table 1 shows the temporal relations in Figure 1.
Tasks | Temporal Relations
---|---
DCT | DCT BEFORE e1
DCT | DCT AFTER e2
T2E | t1 BEFORE e1
E2E | e1 BEFORE e2
MAT | e2 DURING e3

Table 1: Temporal relations <TLINK> in Figure 1

<table>
<thead>
<tr>
<th>Original Labels</th>
<th>5+1 Labels</th>
<th>3+1 Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>after</td>
<td>AFTER</td>
<td>AFTER</td>
</tr>
<tr>
<td>met-by</td>
<td>AFTER</td>
<td>AFTER</td>
</tr>
<tr>
<td>overlapped-by</td>
<td>AFTER-OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>finishes</td>
<td>AFTER-OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>during</td>
<td>OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>started-by</td>
<td>OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>equal</td>
<td>OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>starts</td>
<td>BEFORE-OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>contains</td>
<td>OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>finished-by</td>
<td>OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>overlaps</td>
<td>BEFORE-OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>meets</td>
<td>BEFORE</td>
<td>BEFORE</td>
</tr>
<tr>
<td>before</td>
<td>BEFORE</td>
<td>BEFORE</td>
</tr>
<tr>
<td>is_included</td>
<td>OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>identity</td>
<td>OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>includes</td>
<td>OVERLAP</td>
<td>OVERLAP</td>
</tr>
<tr>
<td>vague</td>
<td>VAGUE</td>
<td>VAGUE</td>
</tr>
</tbody>
</table>

Table 2: Merging temporal relations into 5+1 and 3+1 labels

In our study, we prepared two temporal label sets, merging all of the 17 labels into 3+1 (AFTER, BEFORE, OVERLAP, and VAGUE) and 5+1 (AFTER, BEFORE, AFTER-OVERLAP, BEFORE-OVERLAP, and VAGUE) labels as shown in Table 2 in order to avoid the label sparsity problem as Cassidy et al. (2014) did.

As for statistical characteristics of BCCWJ-TimeBank corpora, Table 3 and 4 show human performance on temporal relation identification and the ratio of relation labels in the case of six labels, respectively. 'Agreement proportion' in Table 3 indicates the proportion of the unanimous annotations by three annotators in terms of annotating temporal relations on all data in BCCWJ-TimeBank. We see from the table that even manual annotation does not achieve a satisfying performance of temporal relation identification in Japanese, especially for Event-event (E2E) and cross-sentence link task (MAT), which proves that temporal relation identification is a challenging work. Table 4 shows the distribution of temporal relation labels in BCCWJ-TimeBank corpora in the case of six labels.

### Table 3: Agreement proportion of each TLINK task

<table>
<thead>
<tr>
<th>Tasks</th>
<th># TLINKs</th>
<th>Agreement proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT</td>
<td>2854</td>
<td>74.3%</td>
</tr>
<tr>
<td>E2E</td>
<td>1642</td>
<td>55.2%</td>
</tr>
<tr>
<td>T2E</td>
<td>1513</td>
<td>69.1%</td>
</tr>
<tr>
<td>MAT</td>
<td>679</td>
<td>54.5%</td>
</tr>
</tbody>
</table>

### Table 4: Distribution of temporal relation labels in BCCWJ-TimeBank

<table>
<thead>
<tr>
<th>Relation Label</th>
<th>DCT</th>
<th>T2E</th>
<th>E2E</th>
<th>MAT</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFTER</td>
<td>68.71%</td>
<td>20.95%</td>
<td>26.45%</td>
<td>29.31%</td>
</tr>
<tr>
<td>BEFORE</td>
<td>20.04%</td>
<td>19.17%</td>
<td>44.79%</td>
<td>43.30%</td>
</tr>
<tr>
<td>OVERLAP</td>
<td>9.81%</td>
<td>49.70%</td>
<td>20.90%</td>
<td>20.32%</td>
</tr>
<tr>
<td>AFTER-OVERLAP</td>
<td>0.03%</td>
<td>2.24%</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>BEFORE-OVERLAP</td>
<td>0.07%</td>
<td>1.32%</td>
<td>0.06%</td>
<td>0</td>
</tr>
<tr>
<td>VAGUE</td>
<td>1.33%</td>
<td>6.60%</td>
<td>7.80%</td>
<td>7.07%</td>
</tr>
</tbody>
</table>

### 4 Temporal Relation Classifier

#### 4.1 Shortest Dependency Path

Bunescu and Mooney (2005) applied the shortest dependency path (SDP) to relation extraction, based on the observation that the information required to assert a relationship between two named entities in the same sentence can be typically captured by the shortest path between the two entities in the dependency graph. The relation extraction method using the shortest dependency path (SDP), which contains the highly-covered words in the sentence, outperforms other methods such as using the whole sentence as input as pointed out by (Balali et al., 2020) because SDP can reduce the redundancy noise caused by needless information within a sentence.

Figure 3 shows an example of the shortest dependency in sentences. Each of the arrow points from modifier to its head. For example, word ‘change’ and ‘cherish’ in S1 are connected by the words, ‘atmosphere’, ‘do’. So we see from the dependency graph that the dependency path between the two words is ‘change’, ‘atmosphere’, ‘do’.

We also follow the assumption proposed by Cheng and Miyao (2017) that there is a common root...
between the roots of two neighboring sentences so that a cross-sentence dependency path can be represented as the two shortest dependency path branches from the ends to the "common root" as shown in Figure 2.

4.2 Model

We propose a neural network model for temporal relation extraction from Japanese corpora (see, Figure 4), which adopts BERT tokens pre-trained on the NWJC corpus as embedding input. An input sentence is represented with BERT tokens. Given a sentence, our model generates the shortest dependency path between source and target mentions, and then the tokens corresponding to SDP are selected as input to the classifier.

As for the DCT task, because there is only one entity in the DCT task, as the first step for the task, SDP between the event and the root of this sentence is obtained. Unlike DCT and the other two tasks, i.e., T2E and E2E, MAT is the task to extract temporal relation between two neighboring sentences, so we generate two shortest dependency paths of two sentences respectively and set the common root for the paths to extract temporal relation from the two sentences, following the idea by Cheng and Miyao (2017).

We have set two kinds of models in terms of using BERT: one is the model without fine-tuning, we call this model 'Feature-based model' and the other is the model with fine-tuning, we call this model 'Fine-tuning model'. In the case of using the Fine-tuning model, we do not freeze all the 12 layers of the BERT model, during the fine-tuning process.

5 Experiment and Results

5.1 Experiment Settings

We conducted several experiments for Japanese temporal relation classification on BCCWJ-TimeBank corpus (Asahara et al., 2013). As the data used in the experiments, we only use the temporal annotations agreed by all three annotators. In this study, we use document-level data split in order to avoid an overlap problem that words repeat in both training and
Table 5: Comparison of Experiments between Feature-based (Yoshikawa, 2014), FastText(+SDP), and BERT(+SDP, Fine-tuning)

<table>
<thead>
<tr>
<th>Tasks</th>
<th>Yoshikawa (2014)</th>
<th>fastText</th>
<th>fastText +SDP</th>
<th>BERT</th>
<th>BERT +Fine-tuning</th>
<th>BERT+SDP</th>
<th>BERT+SDP +Fine-tuning</th>
</tr>
</thead>
<tbody>
<tr>
<td>DCT</td>
<td>N/A</td>
<td>65.3%</td>
<td>57.1%</td>
<td>75.2%</td>
<td><strong>83.4%</strong></td>
<td>74.7%</td>
<td><strong>82.0%</strong></td>
</tr>
<tr>
<td>E2E</td>
<td>N/A</td>
<td>56.6%</td>
<td>59.5%</td>
<td>53.1%</td>
<td>62.5%</td>
<td>54.5%</td>
<td>62.7%</td>
</tr>
<tr>
<td>T2E</td>
<td>N/A</td>
<td>46.8%</td>
<td>55.0%</td>
<td>47.7%</td>
<td>54.9%</td>
<td>52.7%</td>
<td><strong>55.3%</strong></td>
</tr>
<tr>
<td>MAT</td>
<td>N/A</td>
<td>44.5%</td>
<td>46.5%</td>
<td>47.2%</td>
<td>51.4%</td>
<td>51.0%</td>
<td>52.5%</td>
</tr>
</tbody>
</table>

5.2 Experimental Results

The result of the experiments on identifying temporal relations with four and six labels on four tasks is shown in Table 5. We set the fastText model and BERT model as the baseline to compare with SDP models (fastText+SDP, BERT+SDP), in which the tokens related to SDP are used as input data instead of all the tokens in a sentence. The fastText+SDP model adopts word embeddings and POS embeddings of the words related to SDP as input information. While for the BERT+SDP model, BERT tokens related to SDP are used as input information.

Table 5 shows the experimental results with various model settings. In the experiments, we used embedding vectors at the last layer of BERT model. We used the Japanese time-order relationship estimation model proposed by (Yoshikawa et al., 2014) as a baseline for the task. They used support vector machine (SVM) to classify temporal order relations as a class classification problem and proposed an easily reproducible estimation method. Compared with the baseline, we found that the accuracy of the proposed method is improved in most cases except for the T2E task. FastText and BERT only use the source and target mentions as input, while the fastText+SDP and BERT+SDP use the word included in SDP as input.

The results of fastText and fastText+SDP were compared and the accuracy was improved in the case of using SDP in all tasks except for MAT task of six labels. We supposed that it is because when we classify the relations between two neighbouring sentences, there are cases where only source and target mentions are enough for input data. The results of both BERT and BERT+SDP were compared and the accuracy was improved in the case of using SDP in all tasks. In addition, the results of BERT+Fine-tuning and BERT+SDP+Fine-tuning were compared and the accuracy was improved in the case of using
SDP in all tasks except for DCT task in the four labels experiment. We assume the reason for this is that there is only one entity related to temporal event in a sentence in DCT task, therefore, it was not necessary to use the information of SDP.

In most cases, the results of four labels are higher than those of six labels because the experiment on four label identification is usually simpler than the six label identification. However, according to Table 5, the results of MAT task in six label identification are higher in the case of applying fastText model, fastText+SDP and BERT models. We assume that this is because, according to Table 4, there is no data with AFTER-OVERLAP or BEFORE-OVERLAP labels, so the data are the same between four labels and six labels in MAT task. In addition, if the results of fastText and BERT, fastText+SDP and BERT+SDP models were compared, the models with BERT were found to provide high performance in all cases, and BERT+SDP+Fine-tuning showed the highest accuracy in both four and six tasks experiments in most cases.

### 5.3 Further Study

In order to further explore the functionality of BERT model for temporal relation identification, we conducted evaluation experiments on the models with the case of using the information from multiple layers of BERT encoder as input information, and that of with or without LSTM layer after BERT encoder. Table 6, 7, 8, 9 show the experimental results of input information through various settings of four tasks. The 'Last layer' indicates the case where embeddings from the last layer of BERT encoder are used, and 'Concat all layer' indicates the case where all layers of BERT encoder are concatenated and used. 'With LSTM layer' indicates the case where the embeddings of all the tokens of the last layer or the whole layers of BERT encoder are input to a BiLSTM. The BiLSTM is put in the model before the softmax layer for classification. While 'without LSTM layer' indicates the same model as shown in Figure 4.

In each table of results, to investigate the influence between LSTM model and BERT model, we com-
pared the models between with and without LSTM layer using the embeddings of the last layer of BERT encoder, and also the models between with and without LSTM layer using the embeddings of all layers of BERT encoder. In most cases of Feature-based models (BERT and BERT+SDP), the models without LSTM layer outperform the models with LSTM layer overall. In the case of the Fine-tuning models (BERT+Fine-tuning, BERT+SDP+Fine-tuning), the models without LSTM layer got better performance overall. We assume that there happens conflict between LSTM model and BERT model. This is an issue for the future research to further explore. In addition, when we extract CWR from all 12 layers of BERT encoder, we get higher accuracy than only last layer. We suppose that CWR from all 12 layers of BERT encoder provide richer information than that from only the last layer.

6 Conclusion

In this work, we explored the strength of combining contextual word representations (CWR) and shortest dependency paths (SDP) for Japanese temporal relation classification. We carefully designed a set of experiments to gradually reveal the improvements contributed by CWR and SDP. The empirical results suggested following conclusions: 1) SDP offers richer information for beating the baseline with only source and target words. 2) CWR significantly outperforms fastText. 3) CWR+SDP+Fine-tuning achieves the best performance overall. In the future work, we plan to investigate a further validation of the assumptions that we did in experimental results section, and future studies could investigate the association between LSTM model and BERT model.
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