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Abstract
India is known as the land of many tongues and dialects. Neural machine translation (NMT) is the current state-of-the-art approach for machine translation (MT) but performs better only with large datasets which Indian languages usually lack, making this approach infeasible. So, in this paper, we address the problem of data scarcity by efficiently training multilingual and multilingual multi domain NMT systems involving languages of the Indian subcontinent. We are proposing the technique for using the joint domain and language tags in a multilingual setup. We draw three major conclusions from our experiments: (i) Training a multilingual system via exploiting lexical similarity based on language family helps in achieving an overall average improvement of 3.25 BLEU points over bilingual baselines, (ii) Technique of incorporating domain information into the language tokens helps multilingual multi-domain system in getting a significant average improvement of 6 BLEU points over the baselines, (iii) Multistage fine-tuning further helps in getting an improvement of 1.5 BLEU points for the language pair of interest.

1 Introduction
Good translation systems are an important requirement due to substantial government, business and social communication among people speaking different languages. Neural machine translation (Vaswani et al., 2017) is the current state-of-the-art approach for machine translation in both academia and industry (Bahdanau et al., 2014). The success of NMT heavily relies on a huge amount of parallel sentences as training data. But using the traditional approaches (Vaswani et al., 2017), one would still need to train a separate model for each translation direction and also a lot of parallel human translated corpora which is again expensive to generate. But on the other hand, multilingual neural machine translation (Johnson et al., 2017) enables training a single model that supports translation from multiple source languages to a single target language or from a single source language to multiple target languages. In addition to this, another benefit of a training a single model for multiple translation directions is the ability to learn not just from the training data of the language pair of interest, but also from other language pairs. But this learning is hindered in case of language pairs that do not show any kind of relatedness among themselves. But on the other hand, Indian languages exhibit a lot of lexical and structural similarities on account of sharing a common ancestry. It is therefore important to utilize the lexical similarity (Kunchukuttan and Bhattacharyya, 2020) of these languages to build efficient systems by combining all the related languages.

Also, in a typical in-domain MT scenario, the amount of parallel texts from a single domain is not enough to train a good translation system, even for multilingual systems. Apart from this, one has to train an individual MNMT system for each domain. So we propose a technique for creating efficient multilingual multi-domain NMT systems which help in overcoming the above mentioned limitations. In this work, we treat different domains as distinct languages: for example, instead of Hindi-English translation we see it as translating Hindi-health to English-health. We utilized our multilingual NMT approach in a multi-domain setting and our results confirm that our multilingual multi-domain system significantly outperforms in-domain baselines as well as it also give improvement for out-of-domain translations. The paper is organized as follows: Section 2 talks about the related work. Methodology for our
experiments is explained in Section 3, followed by experimental details and results in Section 4 and Section 5 respectively. All the conclusions and the future work have been briefly discussed in Section 6.

2 Related Work

Due to simplicity, generality and effectiveness of Neural Machine Translation (NMT), it has become the most prominent approach to machine translation (Luong et al., 2015; Bahdanau et al., 2014; Johnson et al., 2017; Wu et al., 2018; Vaswani et al., 2017). Basic training procedure of NMT does not work well with only a handful of bilingual data (Koehn and Knowles, 2017), while collecting bilingual resources is arduous for Indian languages. A lot of experiments have been made to improve the quality of translation mainly including exploiting monolingual data range from back translation (Sennrich et al., 2015), dual learning (Xia et al., 2016) to Unsupervised MT (Artetxe et al., 2017; Lampl et al., 2017). On the other hand, many tried to exploit parallel data of other high resource languages (Zoph et al., 2016; Firat et al., 2017; Johnson et al., 2017; Kocmi and Bojar, 2018) to either pre-train the network or jointly learn the representation.

Recently multilingual NMT has drawn more attention by several research groups. For instance, Firat et al. (2016) modify the current state-of-the-art attention NMT approach by introducing a many-to-many system, which still relied upon separate encoders and decoders for each language along with a shared attention mechanism. In contrast, Johnson et al. (2017) and Ha et al. (2016) both introduce a simple method for training a single-model multilingual NMT system, which does not require any modifications to the NMT encoder-decoder architecture of the system. The main difference is that Johnson et al. (2017) added target language identifying token in the beginning of each source sentence of the training data and Ha et al. (2016) added a language identifying token to each subword unit and apply this pre-processing to both source and target sentences of the training data. Both aims at exploiting many different languages rather than focusing on language relatedness and observes that only the many-to-one paradigm can achieve better translation results than the individually trained models. For the other two paradigms, there are various degrees of quality degradation. Also Vertan and von Hahn (2013) has put some efforts in tackling efficient NMT system in low-resource settings by considering language relatedness.

Apart from this, researchers have also explored the area of domain adaptation for NMT (Chu and Wang, 2018) and reported significant improvements. (Tars and Fishel, 2018; Kobus et al., 2016) explored multi-domain Neural machine translation for single language by adding the domain token to the input sentence.

So, we put our efforts in exploring the system performance when multilingualism is combined with multi-domain systems for major Indian languages.

3 Methodology

India is a land of diverse languages. It has many languages on the basis of regional diversities, and mainly divided into Indo-Aryan and Dravidian families. A universal characteristic of Indian languages is their complex morphology. Indian languages depict unique characteristics following default sentence structure as subject object verb (SOV) and relatively free word order. These languages also share many common words which have the same root and meaning. However they use different scripts derived from the ancient Brahmi script (Kunchukuttan and Bhattacharyya, 2020), but correspondences can be established between equivalent characters across scripts. So, we exploited lexical similarity for efficient MNMT. Also, in order to incorporate multiple domains into our multilingual system, we also introduced the technique of representing the domain as a new language.

3.1 Exploiting Lexical Similarity

Unlike the original multilingual NMT (Johnson et al., 2017) which aims at exploiting many different languages rather than focusing on language similarity. Thus, to exploit the language relatedness we efficiently combined the two different approaches namely Unified Transliteration and Subword Segmentation to ensure that there is a sufficient overlap between the vocabularies of the related languages.

3.1.1 Unified Transliteration

Since the languages involved in the models have different orthographies and relatedness among each
other, also Indo-Aryan and Dravidian family languages don’t share many common characteristics, thus in the data processing one can map these two different language families into two different common orthographies. In order to achieve this, we transliterated all the Indian language into a common script based upon their family groups using the Indic NLP library (Kunchukuttan, 2020). Indo-Aryan languages were transliterated to Hindi (Devnagri script) while Dravidian languages were transliterated to Tamil (Abugida script) to share the same surface form within their family. This unified transliteration is a string homomorphism, replacing characters in all the languages to the desired script.

3.1.2 Subword Segmentation
Most of the Indian languages are derived from the common ancient Brahmi script and share many common words at the root level. To do so, we used Byte Pair Encoding (BPE) (Sennrich et al., 2015) to break words into subwords. Also, BPE merge rules not only find the common subwords between two related languages but it also ensures consistency of segmentation among each considered language pair. We are learning the BPE rules by combining all the languages on the source and the target side respectively, thus further applying these rules for segmenting the corpora. This finally results in increasing the vocabularies overlap among the languages that we made share the same surface form by transliterating into a common desired script.

3.2 Multilingual and Multi-Domain Systems
Multilingual model enables us to translate to and from multiple languages using a shared word piece vocabulary, which is significantly simpler than training a different model for each language pair. Johnson et al. (2017) introduced a “language flag” based approach that shares the attention mechanism and a single encoder-decoder network to enable multilingual models. A language flag or token is part of the input sequence to indicate which direction to translate to. The decoder learns to generate the target given this input. This approach has been shown to be simple, effective and forces the model to generalize across language boundaries during training. It is also observed that when language pairs with little available data and language pairs with abundant data are mixed into a single model, translation quality on the low resource language pair is significantly improved.

Multi-domain model is a single model that supports multiple domains in one model and also allows switching between the domains when translating. Similar to Johnson et al. (2017), Tars and Fishel (2018) explored Multi-Domain Neural Machine Translation for single language by adding the domain token to the input sentence instead of the language token.

3.3 Multilingual Multi-Domain Systems
A lot of research areas have been explored separately for multilingual as well as Multi domain systems. But no work has been done on combining both these approaches for the Indian languages. To the best of our knowledge, this is the first time efforts have been made in combining these two techniques for the NMT systems trained for Indian languages. So in this paper, we present our
technique of training a multilingual multi-domain system using the same traditional encoder-decoder architecture with shared attention mechanism. To do so, we introduced a special token technique which incorporates the knowledge of the language as well as the domain. The core idea is to treat ‘domains as distinct languages’ while training multilingual multi-domain systems. The pipeline for our technique can be seen in Figure 1.

For efficiently exploiting the language relatedness, we are first identifying and grouping the languages based on their lexical similarities with each other. In our case of Indian languages, all of the languages were first divided into 2 groups namely Indo Aryan and Dravidian. For each group, we appended our special token \(\langle2\text{Lan-Domain}\rangle\) for one to many systems and \(\langle\text{Domain}\rangle\) token for many to one systems. Then each group is being transliterated to a common script. For our purpose, Indo aryan languages were transliterated into Hindi while Dravidian languages were transliterated into Tamil. Then to increase vocabulary overlap amongst related languages at root word level, we are using BPE as discussed in Section 3.2. Further, we used this model learning for multistage fine tuning.

### 3.3.1 Multistage Fine Tuning

In the normal transfer learning Zoph et al. (2016) approach for NMT, the parent model is trained on a single high-resource language pair which may or may not be related to the child language pair of interest. To the best of our knowledge, previous transfer learning approaches for Indian languages do not exploit parallel data from multiple languages and domains. However, learning from multiple languages and domains can result in better knowledge transfer. Therefore, in this work, we propose a new transfer learning approach called as ‘Multistage Transfer Learning’ to enable the low-resource languages to efficiently learn from multiple related languages as well as domains which may or may not be high-resourced. In this approach, the parent model is our multilingual multi-domain NMT system and after pre training the parent model, the child model is initialized with parent model parameters and is then fine-tuned multiple times.

The proposed approach delivers better results than multilingual multi-domain NMT because adding more languages and domains into one model may result in better knowledge transfer but it can also result in ambiguities between different languages and domains at the inference time. Accordingly, a multilingual multi-domain NMT system fine-tuned can potentially remove all the inconsistencies at the inference time. For the scope of this paper, we have performed multistage fine tuning in three different scenarios : (i) single domain multiple language, (ii) multiple domain single language and (iii) single domain single language.

### 4 Experimental Settings

#### 4.1 Dataset

In our experiments, we are using the multi parallel corpus of two completely different domains namely PMI (Prime Minister of India) (Haddow and Kirefu, 2020) which contains the news domain aligned sentences and ILCI (Indian Language Corpora Initiative) (Jha, 2010) which is a combination of health as well as tourism domain sentences. ILCI corpus contains translation of the same sentence in every language pair but PMI contains roughly 60% of common sentences being translated to all language pairs, where Hindi being the high resource language.

#### 4.2 Data Preprocessing

We also noticed the ILCI corpus contains a lot of misalignments and empty translations, so we put our efforts in cleaning the entire corpus maintaining multi parallelism. We ended up in removing 3099 sentences from the corpus. Training data set statistics of both the data sets are mentioned in Table 1. All of our experiments were tested on 1870 sentences from ILCI and 2390 from the PMI corpus with validation data of 500 from both. We also made sure that there is no overlap between the

<table>
<thead>
<tr>
<th>Data</th>
<th>En-hi</th>
<th>En-pa</th>
<th>En-gu</th>
<th>En-mr</th>
<th>En-bn</th>
<th>En-or</th>
<th>En-kn</th>
<th>En-ml</th>
<th>En-ta</th>
<th>En-te</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMI</td>
<td>50349</td>
<td>28294</td>
<td>41578</td>
<td>28794</td>
<td>23306</td>
<td>31966</td>
<td>28901</td>
<td>26916</td>
<td>32638</td>
<td>33380</td>
</tr>
<tr>
<td>ILCI</td>
<td>44601 (Except or and kn; Include ko)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Training Dataset Statistics
Table 2: PMI results (En-XX)

<table>
<thead>
<tr>
<th>Type</th>
<th>En-hi</th>
<th>En-pa</th>
<th>En-gu</th>
<th>En-mr</th>
<th>En-bn</th>
<th>En-or</th>
<th>En-kn</th>
<th>En-ml</th>
<th>En-ta</th>
<th>En-te</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilingual Baseline</td>
<td>23.21</td>
<td>18.26</td>
<td>15.46</td>
<td>7.07</td>
<td>5.25</td>
<td>8.32</td>
<td>8.67</td>
<td>4.63</td>
<td>5.32</td>
<td>6.12</td>
</tr>
<tr>
<td>Multi Domain Bilingual Baseline</td>
<td>24.48</td>
<td>19.41</td>
<td>16.23</td>
<td>8.37</td>
<td>6.36</td>
<td>-</td>
<td>-</td>
<td>4.86</td>
<td>6.09</td>
<td>6.75</td>
</tr>
<tr>
<td>Multilingual Multi Domain with Token</td>
<td>29.29</td>
<td>27.29</td>
<td>21.86</td>
<td>14.57</td>
<td>11.04</td>
<td>15.57</td>
<td>15.92</td>
<td>10.16</td>
<td>9.88</td>
<td>8.67</td>
</tr>
</tbody>
</table>

Table 3: ILCI results (En-XX)

<table>
<thead>
<tr>
<th>Type</th>
<th>En-hi</th>
<th>En-ur</th>
<th>En-pa</th>
<th>En-gu</th>
<th>En-mr</th>
<th>En-bn</th>
<th>En-ko</th>
<th>En-ml</th>
<th>En-ta</th>
<th>En-te</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilingual Baseline</td>
<td>22.65</td>
<td>21.01</td>
<td>18.60</td>
<td>14.45</td>
<td>10.08</td>
<td>12.15</td>
<td>8.28</td>
<td>3.29</td>
<td>1.97</td>
<td>5.06</td>
</tr>
<tr>
<td>Multi Domain Bilingual Baseline</td>
<td>23.64</td>
<td>-</td>
<td>19.52</td>
<td>16.48</td>
<td>10.95</td>
<td>13.79</td>
<td>-</td>
<td>4.42</td>
<td>3.04</td>
<td>6.23</td>
</tr>
<tr>
<td>Multilingual</td>
<td>27.02</td>
<td>22.32</td>
<td>23.08</td>
<td>21.5</td>
<td>14.08</td>
<td>16.79</td>
<td>14.41</td>
<td>6.19</td>
<td>5.18</td>
<td>9.36</td>
</tr>
<tr>
<td>Multilingual Multi Domain with Token</td>
<td>29.26</td>
<td>26.47</td>
<td>24.66</td>
<td>23.23</td>
<td>15.34</td>
<td>18.12</td>
<td>15.46</td>
<td>6.72</td>
<td>5.87</td>
<td>10.58</td>
</tr>
</tbody>
</table>

4.3 Training and Evaluation Details

For all of our experiments, we use the OpenNMT-py (Klein et al., 2017) toolkit. We used the Transformer model with 6 layers in both the encoder and decoder, each with 512 hidden units. The word embedding size is set to 512 with 8 heads. The training is done in batches of maximum 4096 tokens at a time with dropout set to 0.3. We use the Adam (Kingma and Ba, 2014) optimizer to optimize model parameters. We validate the model every 5,000 steps via BLEU (Papineni et al., 2002) and perplexity on the development set. We are training all of our NMT models with early stopping criteria based on validation set accuracy. During testing, we rejoin the translated BPE segments and convert the translated sentences back to their original language scripts. Finally, we evaluate the accuracy of our translation models using BLEU.

5 Results and Analysis

We report the results of bilingual baseline, multi-domain bilingual baseline, multilingual, multilingual multi-domain and multilingual multi-domain with special tokens for both the translation directions, XX-En and En-XX (where XX denotes Indian Languages). Later, we also compared the results of multistage fine tuning with the above experiments for one language from each family.

Table 2 and 3 shows our main results for English to Indian languages (En-XX) translation direction for PMI and ILCI corpus respectively. In both the cases, we observed that our multilingual model shows significant improvements over the baseline, increasing average BLEU score of 5 and 4 respectively. The reason behind this is that in the En-XX direction, language flags are used on the source side which then helps the decoder to identify the direction it translates to.

Table 4 and 5 shows our main results for Indian languages to English (XX-En) translation direction for PMI and ILCI corpus respectively. In the case of the ILCI dataset, we do not observe any significant improvements. The reason for this might be the multi parallel nature of the ILCI dataset where each English sentence on the target side appears multiple times in the model, thereby creating ambiguities in the model. But for the case of the PMI dataset, we observed an average improvement of 6 BLEU points, mainly due to large improvements in low resource languages. The reason for the increase in BLEU score for PMI is that the distribution of data is not uniform. Some of the languages in PMI corpus are low-resource as compared to others thus allowing other high resource languages to assist in the learning process for low resource languages thus removing the ambiguity. We also showed that the results of the multilingual multi-domain system with our special language domain outperforms the without token case for both the domains giving...
Table 4: PMI results (XX-En)

<table>
<thead>
<tr>
<th>Type</th>
<th>Hi-en</th>
<th>Pa-en</th>
<th>Gu-en</th>
<th>Mr-en</th>
<th>Bn-en</th>
<th>Oc-en</th>
<th>Kn-en</th>
<th>Mi-en</th>
<th>Ta-en</th>
<th>Te-en</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multilingual Multi Domain</td>
<td>29.54</td>
<td>27.12</td>
<td>26.00</td>
<td>21.30</td>
<td>18.63</td>
<td>21.46</td>
<td>22.40</td>
<td>19.91</td>
<td>20.04</td>
<td>20.81</td>
</tr>
</tbody>
</table>

Table 5: ILCI results (XX-en)

<table>
<thead>
<tr>
<th>Type</th>
<th>Hi-en</th>
<th>Ur-en</th>
<th>Pa-en</th>
<th>Gu-en</th>
<th>Mr-en</th>
<th>Bn-en</th>
<th>Kn-en</th>
<th>Mi-en</th>
<th>Ta-en</th>
<th>Te-en</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilingual Baseline</td>
<td>24.08</td>
<td>20.14</td>
<td>21.14</td>
<td>18.10</td>
<td>15.46</td>
<td>14.87</td>
<td>12.65</td>
<td>7.51</td>
<td>5.11</td>
<td>10.81</td>
</tr>
<tr>
<td>Multi Domain Bilingual Baseline</td>
<td>25.45</td>
<td>-</td>
<td>22.53</td>
<td>19.34</td>
<td>17.00</td>
<td>16.11</td>
<td>-</td>
<td>9.78</td>
<td>6.65</td>
<td>12.83</td>
</tr>
<tr>
<td>Multilingual Multi Domain</td>
<td>19.41</td>
<td>15.80</td>
<td>17.09</td>
<td>17.30</td>
<td>15.85</td>
<td>14.32</td>
<td>14.29</td>
<td>10.51</td>
<td>8.93</td>
<td>13.42</td>
</tr>
</tbody>
</table>

an average improvement of **1.5 Bleu points** in the En-XX direction and **4 BLEU points** in XX-En direction over a normal multilingual system. We also experimented the Multistage Fine tuning for Punjabi and Tamil following the above three different scenarios mentioned above in Section 3.3.1 and observed an improvement within 1 - **1.5 BLEU points** over the multilingual multi-domain system.

### 6 Conclusions and Future Work

In this paper, we explored different effective methods to exploit parallel data from multiple related languages and domains to improve the translation between Indian languages and English. Our results show that the multilingual models accuracy depends upon the type of dataset in hand. As we observed in the case of PMI and ILCI, multilingual models trained on the PMI dataset increased our average BLEU score while the model trained on the ILCI dataset decreased the BLEU score due to increase in ambiguity. We then introduced multilingual multi-domain models and observed that this idea helps in removing the ambiguity we faced in the multilingual system using multi parallel data for training thus improving the translation quality by showing improvements in BLEU scores. In this work, we also introduced a new technique of adding a domain as a separate language by modifying the language token to language domain token. Our experiments also confirm that this new technique always outperforms all the models we discussed above. At last, we also explored the concept of Multistage Fine Tuning in which we transfer the learning of the parent model to the child in multiple stages. In future, we would like to work on effective techniques to exploit monolingual data and parallel data from other languages together to improve the translation quality. Also, we will try to generalize this idea of exploiting the related languages to other NLP related applications like sentiment analysis.
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