Welcome to the 6th Workshop on Representation Learning for NLP (RepL4NLP-2021)! The workshop was co-located with the Joint Conference of the 59th Annual Meeting of the Association for Computational Linguistics and the 11th International Joint Conference on Natural Language Processing (ACL-IJCNLP 2021), and was held on August 6, 2021 as an online workshop. The workshop was organised by Anna Rogers, Iacer Calixto, Ivan Vulić, Naomi Saphra, Nora Kassner, Oana-Maria Camburu, Trapit Bansal, and Vered Shwartz; and advised by Chris Dyer, Ed Grefenstette, Isabelle Augenstein, Karl Moritz Hermann, Kyunghyun Cho, and Laura Rimell. The workshop is annually organised by the ACL Special Interest Group on Representation Learning (SIGREP).

The 6th Workshop on Representation Learning for NLP aims to continue the success of the previous editions, and remains a strong and established venue for representation learning in NLP, attracting more than 60 submissions this year. This edition continued to invite papers of a theoretical or experimental nature describing recent advances in vector space models of meaning, compositionality, and the application of deep neural networks and spectral methods to NLP. A strong focus was put on topics of developing new representations, evaluating existing representations, efficient and sustainable learning and inference, and representation learning beyond the English language and text only (e.g., multi-modal, cross-lingual, knowledge-informed learning).

We take this opportunity to thank the RepL4NLP-2021 program committee for their help and thorough reviews. We also thank the authors who presented their work at the workshop, and the workshop participants for the valuable feedback and discussions. Finally, we are deeply honored to have four excellent talks from our invited speakers Sameer Singh, Karen Livescu, Noah Smith, and Lena Voita.
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