


A Example word-level predictions

We present samples of word-level predictions
(word-level importance scores ri , Eq. 6) to illus-
trate differences between methods. In the figures
that follow, HEAD refers to attention heads, SA to
soft attention, and W-SA to weighted soft attention.

Figure 2: CoNLL 2010 negative sentence (without un-
certainty cues). We can clearly see that most methods
correctly put weights close to 0 for all words, except
from HEAD, which focuses on ‘shown’ and ‘.’. We
surmise this is due to the fact that, for HEAD, weights
over the whole sentence have to sum up to 1.

Figure 3: CoNLL 2010 positive sentence (with uncer-
tainty cues). We can observe that HEAD correctly iden-
tifies both of the uncertainty cues: ‘may’ and ‘seems’;
however the weight for ‘may’ is quite low. Similarly,
LIME identifies both tokens, but the weight for ‘seems’
is particularly low (lower than for ‘to’). SA simply as-
signs high weights to all words. W-SA focuses primar-
ily on the two uncertainty cue words; however, it also
incorrectly focuses on ‘not’.
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Figure 4: FCE positive sentence (contains grammatical
errors). We can see that both LIME and HEAD strug-
gle to assign informative and/or useful weights to the
words. All SA weights are relatively high, with small
variations in value. We can see that squaring (W-SA)
leads to more well-defined weights over the whole sen-
tence, with high weights mainly observed in the second
part of the sentence, which is the one that contains in-
correct words. However, on this dataset, even W-SA
struggles to correctly identify which words precisely
are incorrect.

B Hyperparameters

Name Value
γ 0.1
max seq length 128
per device train batch size 16
per device eval batch size 64
warmup ratio 0.1
learning rate 2e-5
weight decay 0.1
adam epsilon 1e-7
hidden layer dropout 0.1
soft attention layer size 100
soft attention hidden size 300
initializer glorot

Table 2: Model hyperparameters.

C Word-level prediction thresholds

Dataset Method Threshold
CoNLL 2010 LIME 0.200

Random baseline 0.500
Attention heads 0.320

Rei and Søgaard (2018) 0.500
Soft attention 0.500

Weighted soft attention 0.500
FCE LIME 0.001

Random baseline 0.500
Attention heads 0.080

Rei and Søgaard (2018) 0.500
Soft attention 0.500

Weighted soft attention 0.500
BEA 2019 LIME 0.010

Random baseline 0.500
Attention heads 0.080

Rei and Søgaard (2018) 0.500
Soft attention 0.500

Weighted soft attention 0.500

Table 3: Word-level thresholds above which a word is
classified as positive.

D Validation set results

Dataset Method Sent F1

CoNLL 2010 LIME 91.77
RoBERTa 91.77

Attention heads 91.77
Soft attention 92.12

Weighted soft attention 91.82
FCE LIME 84.49

RoBERTa 84.49
Attention heads 84.49
Soft attention 84.82

Weighted soft attention 85.56
BEA 2019 LIME 83.65

RoBERTa 83.65
Attention heads 83.65
Soft attention 83.47

Weighted soft attention 83.64

Table 4: Mean sentence-level F1 score on the develop-
ment set, averaged over 5 runs.
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E Full test set results

FCE
Sent F1 Sent P Sent R

Random baseline - - -
RoBERTa 84.51 84.25 84.93

Rei and Søgaard (2018) 84.75 - -
LIME 84.51 84.25 84.93

Attention heads 84.51 84.25 84.93
Soft attention 85.62 86.92 84.42

Weighted soft attention 85.62 86.88 84.45

Table 5: Sentence-level results: P, R and F1 refer to
Precision, Recall and F-measure respectively on the
positive class.

BEA 2019
Sent F1 Sent P Sent R

Random baseline - - -
RoBERTa 83.66 82.29 85.15

Rei and Søgaard (2018) 81.27 - -
LIME 83.66 82.29 85.15

Attention heads 83.66 82.29 85.15
Soft attention 83.41 81.47 85.54

Weighted soft attention 83.68 79.95 87.91

Table 6: Sentence-level results: P, R and F1 refer to
Precision, Recall and F-measure respectively on the
positive class.

CoNLL 2010
Sent F1 Sent P Sent R

Random baseline - - -
RoBERTa 86.66 84.90 88.63

Rei and Søgaard (2018) 84.16 - -
LIME 86.66 84.90 88.63

Attention heads 86.66 84.90 88.63
Soft attention 86.25 85.75 86.89

Weighted soft attention 87.20 89.17 85.37

Table 7: Sentence-level results: P, R and F1 refer to
Precision, Recall and F-measure respectively on the
positive class.

FCE
P R F1 MAP

Random baseline 15.11 49.81 23.19 33.95
RoBERTa - - - -

Rei and Søgaard (2018) 29.16 29.04 28.73 48.56
LIME 19.06 34.70 24.60 37.90

Attention heads 26.67 22.38 24.34 48.04
Soft attention 19.84 85.38 32.16 48.90

Weighted soft attention 20.76 85.36 33.31 53.91

Table 8: Token-level results: P, R and F1 refer to Preci-
sion, Recall and F-measure respectively on the positive
class. MAP is the Mean Average Precision at the token-
level.

BEA 2019
P R F1 MAP

Random baseline 10.05 50.00 16.73 27.01
RoBERTa - - - -

Rei and Søgaard (2018) 10.93 61.63 18.53 31.69
LIME 13.49 1.13 2.09 31.41

Attention heads 18.48 21.07 19.69 40.55
Soft attention 13.20 87.19 22.92 35.79

Weighted soft attention 14.20 85.49 24.35 41.07

Table 9: Token-level results: P, R and F1 refer to Preci-
sion, Recall and F-measure respectively on the positive
class. MAP is the Mean Average Precision at the token-
level.

CoNLL 2010
P R F1 MAP

Random baseline 0.83 49.70 1.63 14.15
RoBERTa - - - -

Rei and Søgaard (2018) 78.99 67.06 72.42 87.82
LIME 63.25 52.11 57.14 78.44

Attention heads 22.33 30.11 25.64 79.82
Soft attention 4.48 86.14 8.45 20.04

Weighted soft attention 58.80 78.89 67.28 91.18

Table 10: Token-level results: P, R and F1 refer to Pre-
cision, Recall and F-measure respectively on the posi-
tive class. MAP is the Mean Average Precision at the
token-level.
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F Weighted soft attention architecture

Figure 5: Architecture of our proposed weighted soft attention model. [t1, t2, ..., tn] represent the tokenized input
sentence, while [T1, T2, ..., Tn] are the resulting contextual embeddings. [e1, e2, ..., en] are attention vectors, and
[a1, a2, ..., an] are normalized attention weights. d represents the output vector and y the final output logits.


