






Figure 2: Sketch of the complete pipeline.

consider two configurations for the relation clas-
sification: The first predicts relations between all
possible argument pairs and hence imposes no re-
strictions on the shape of the resulting tree. The
second one utilizes the ArgumenText Cluster API
(Thakur et al., 2021) to group the retrieved argu-
ments prior to the relation classification. Conse-
quently, only argument pairings within a cluster or
with the main topic are considered during the rela-
tion classification and each cluster forms at least
one new branch of the tree.

The relation classification is trained on a bal-
anced subset of the corpus by Carstens and Toni
(2015) as it labels sentence pairs with directed sup-
portive, attacking or no relation. For the present
task, the labels supportive and attacking are com-
bined to a new label relation as the polarity can
be inferred from the stance information provided
by the search engine. We compare multiple clas-
sifiers including Support Vector Machine (SVM),
Random Forest and Decision Trees on different fea-
ture sets with respect to their performance on the
corpus. In addition, a BERT model (Devlin et al.,
2019) is fine-tuned on the task. The detailed results
are included in (Schindler, 2020) and we only in-
clude the best performing model as well as a strong
baseline into the pipeline. The best performing
classifier is the fine-tuned BERT model, reaching
an average accuracy of 80.0% in a five-fold cross-
validation. We select the SVM trained on BERT
embeddings of argument pairs as the baseline due
to its robust performance on a minimal feature set.
The corresponding average accuracy in the five-
fold cross-validation setup is 77.4%.

For the generation of the tree, we utilize the clas-
sifier confidence to compute probabilities for all
estimated relations. Subsequently, we pursue two
approaches to eliminate circles between arguments
and derive the final tree structure: Binary Integer
Linear Programming (BILP) optimizes the sum of
the probabilities of the relations holding in the re-

sulting tree under the structural constraints (Stab
and Gurevych, 2017). In addition, we introduce
Traversing and Modifying Graphs (TMG) which
firstly identifies the most probable relation for every
argument to another and connects them accordingly.
Afterwards, it searches for circles as all resulting
graphs which are not at least indirectly linked to
the root contain exactly one such circle. In these
circles, the node with the most probable relation to
any node outside its graph is determined and the
respective relation is redirected to this node. The
complete pipeline is shown in Figure 2.

4.3 Preliminary Evaluation

To compare the above-selected approaches on the
actual task, we conducted a preliminary annota-
tion study. We retrieved 20 arguments from Ar-
gumenText for the topics nuclear energy is good
as well as animal testing is good and compared
different combinations of the approaches to create
the tree structure. Clustering prior to the relation
classification was not considered in this step, as it is
investigated thoroughly in the final evaluation. Five
annotators without task-related background were
asked to label each argument pair with a relation
in the resulting tree structure in each of the anno-
tation categories contradiction, entailment, speci-
ficity, paraphrase and local relevance with yes or
no. The first four categories are based on an in-
vestigation of the interactions between semantic
relations by Gold et al. (2019), the last category
was proposed in (Wachsmuth et al., 2017a). As in
this latter work, we use the labels of the three most
agreeing annotators for each category in order to
eliminate outliers.

The Fleiss’ Kappa (Fleiss, 1971) values yields
a substantial (0.66) up to perfect (0.82) agree-
ment (Landis and Koch, 1977). A pair of arguments
is concluded to actually hold a relation if it is rated
with yes in at least one category by majority vote.
For our baseline (SVM), this is the case with BILP
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Speech Act Attacks Surrenders

claim(φi) why(φi) concede(φi)
why(φi) argue(φj → φi), argue extend(φj → φi) retract(φi)

concede(φi) - -
retract(φi) - -

argue(φj → φi) why(φj), argue(φl → ¬φj), argue extend(φl → ¬φj) concede(φj)
argue extend(φj → φi) why(φj), argue(φl → ¬φj), argue extend(φl → ¬φj) concede(φj)

Table 1: Communication language Lc of the utilized dialogue game for arguments of the investigated form.

as well as with TMG for 62.5% of the argument
pairs. The BERT model correctly relates 75.0%
of the argument pairs with TMG and 77.5% with
BILP and we hence select the fine-tuned BERT
model for the subsequent evaluation. It should
be noted that BILP is highly time-consuming for
large structures due to the underlying optimiza-
tion problem. Since both approaches show similar
performances, we only consider TMG in the final
evaluation.

5 Argumentative Dialogue

To evaluate the complete pipeline in a dialogue
setup, we generate artificial discussions between
two virtual agents. The dialogues are created uti-
lizing a recently introduced dialogue game for ar-
gumentation (Rach et al., 2020b) that extends the
one introduced in (Prakken, 2005). It is chosen
because it ensures a formally coherent selection
of utterances, which means that all incoherent re-
sponses in the resulting dialogues can be clearly
attributed to the retrieval pipeline. In addition, it
offers the flexibility to go back to a previous utter-
ance and respond with an alternative to the earlier
response. This enables the agents to explore dif-
ferent branches of the tree structures and ensures a
challenging setup for the evaluation.

5.1 Formal Framework

In the notation of (Prakken, 2005), the framework
is formally described as (L, D), with L being a
logic for defeasible argumentation that encodes the
available arguments and their relations, i.e. the ar-
gument structure in the present case. The dialogue
system proper D includes the communication lan-
guage Lc and the protocol (rules) of the game. A
game is played in turns and each turn consists of
one or multiple game moves mt. A temporally
ordered sequence of moves is called a dialogue.
Each move (except for the opening one) responds
to one specific other move and either attacks or
surrenders to this reference move. The commu-

nication language Lc includes the three attacking
options argue, argue extend and why as well as the
two surrendering options concede and retract. The
full communication language for arguments of the
herein considered form, including the reply struc-
ture is shown in Table 1. For two arguments φi
and φj , we therein denote a support relation with
φj → φi and an attack relation with φj → ¬φi.

To identify legal moves, the protocol determines
whether the initial move is (logically) accepted or
rejected in each dialogue based on a binary status
(in/out). The current player can only respond to a
move if an attacking reply to it affects the accept-
ability of the initial move. The turn of a player
ends, if he or she successfully attacks an opponent
move unless this attack includes an argue extend
move. The speech act type argue extend allows
players to anticipate why responses by introduc-
ing multiple supporting arguments in a single turn
if they are available in the argument structure. A
series of argue( extend) moves is then called an
argument chain.

5.2 Agent Strategy and Natural Language
Generation

The agent strategies within the dialogue game
and the natural language generation are adapted
from Rach et al. (2019, 2020b), where we used
similar setups to evaluate agent-agent dialogues.
The strategy is based on probabilistic rules that
prefer attacking replies over surrendering replies,
attacking replies that address the immediate pre-
decessor over delayed attacks and argue( extend)
over why moves. In addition, agents extend their
attacks whenever possible, i.e. prefer argue extend
moves over argue moves. If multiple options with
the same preference are available, the next move is
selected randomly from this list. Due to its proba-
bilistic nature, this strategy allows for the genera-
tion of different dialogues with a single argument
structure which makes it a suitable choice for the
present evaluation setup.
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For the natural language generation, we use the
sentences retrieved by ArgumenText as represen-
tation for the corresponding argument and select
the formulation for the remaining moves randomly
from a list of pre-defined templates. In case of a
delayed response, the utterance also includes an
explicit reference to the addressed one. As in the
referenced work (Rach et al., 2020b), a series of
why moves that responds to an argument chain is
merged into a single utterance. An excerpt of a
dialogue generated with an automatically retrieved
structure on the topic school uniforms are good is
shown in Appendix A.

6 Evaluation

This section discusses the evaluation of the artificial
dialogues. We first introduce the study setup and
discuss the results subsequently.

6.1 Setup
The first step in the evaluation is the selection of
a meaningful set of evaluation categories. The
ones utilized herein are based on the notion of
dialogue coherence for conversational agents dis-
cussed by Venkatesh et al. (2017). The authors
define a coherent response as one that is neither
irrelevant, incorrect nor inappropriate. However, a
direct application of these criteria is difficult in ar-
gumentative settings as for example the correctness
of an argument is hard to assess. Therefore, each
category is adapted into a yes/no question which
directly evaluates utterance properties that are in-
fluenced by the retrieval pipeline. The resulting
categories are as follows:

• Comprehensible: Do you understand what the
speaker wants to say?

• Reference: Does the utterance address its ref-
erence?

• Polarity: Does the utterance contradict the
speaker’s position?

For the study, we implemented a web interface that
presents the dialogues utterance-wise to the par-
ticipants. In the beginning, participants received
written instructions about the purpose of the survey
and each of the above questions. In addition, a de-
tailed example with manually generated arguments
and explanations for the included ratings was pro-
vided to make the participants familiar with the
setup. Each participant assessed three dialogues

and was asked to rate the statement The explana-
tion/definition provided for the question was clear
for each evaluation category on a five-point Likert
scale from 1 (totally disagree) to 5 (totally agree).
In addition, participants were able to provide writ-
ten feedback at the end of the survey.

We generated argument structures for seven dif-
ferent topics, namely Nuclear Energy, Abortion,
Self-driving Cars, School Uniforms, Death Penalty,
Animal Testing and Marriage. The first six top-
ics are used to compare the two pipeline config-
urations (with and without clustering) and for a
general assessment of the artificial dialogues. The
topic Marriage on the other hand is used for a
comparison to an annotated structure. The utilized
reference structure includes 72 manually annotated
arguments and relations between them from an ide-
bate.org debate on the topic Marriage is an out-
dated institution (Rach et al., 2019). For each topic,
we retrieved a pool of 60 arguments for the query
TOPIC is/are good with ArgumenText and gen-
erated two structures per topic (with and without
clustering). For each of the 14 automatically gen-
erated structures as well as the annotated one, we
generated one reference dialogue for the evaluation
and five additional dialogues. From the five addi-
tional dialogues, the one that has the least amount
of arguments in common with the reference dia-
logue was added to the evaluation. Consequently,
we arrived at a total of 30 dialogues that were di-
vided into 10 groups of three dialogues each. To
ensure similar conditions for all groups, the dia-
logues had a fixed length of 20 game moves. Par-
ticipants were assigned to one of the 10 groups
in order of appearance and we investigated seven
raters per group, resulting in a total of 70 partic-
ipants. The study was realized via clickworker4

with participants from the UK (55) and the United
States (15). The participants were aged between 18
and 67 years, 31 of them were female and 39 male.

6.2 Results

The study resulted in a total of 10,122 ratings over
all 3 categories. We start the assessment of the
results by computing the agreement over all three
questions in each group with Fleiss’ Kappa (Fleiss,
1971). The resulting agreement is rather low with
a maximum of 0.46 (group 3) and a minimum of
0.14 (group 4), which indicates problems in the

4https://marketplace.clickworker.com (last accessed 12
March 2021)

https://marketplace.clickworker.com
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Figure 3: Responses on a five-point Likert scale from
totally disagree (1) to totally agree (5) for all three
evaluation questions and the statement The explana-
tion/definition provided for the question was clear.

G1 G2 G3 G4 G5

all 0.30 0.43 0.46 0.14 0.26
best 3 0.73 0.72 0.76 0.36 0.45

G6 G7 G8 G9 G10

all 0.28 0.19 0.40 0.32 0.28
best 3 0.50 0.44 0.65 0.64 0.50

Table 2: Agreement derived with Fleiss’ Kappa for all
10 groups (G1 - G10) and all annotators (all) as well as
the three most agreeing annotators (best 3).

comprehensibility of the task. Consequently, we
investigate the participants’ self-report on the clar-
ity of the task next. The corresponding results are
shown in Figure 3. Although the majority of the
ratings is either neutral or positive, there is also a
certain percentage of negative ratings, especially
for the polarity question. In total, 29 participants
rated at least one category with disagree or totally
disagree. Thus, we again consider the best agree-
ing three participants to derive the final score. The
group-wise agreement for all and the best agree-
ing three participants is shown in Table 2. It can
be seen that now all groups show a fair or better
agreement (Landis and Koch, 1977). Given the
subjective nature of the task (Wachsmuth et al.,
2017a), we consider this a sufficient agreement for
our evaluation and use the majority vote of the best
agreeing three annotators in the following.

We proceed with a comparison of the two inves-
tigated pipeline configurations (with and without
clustering) and subsequently compare the results of
the automatically generated structures for the topic
Marriage to the ones achieved with the annotated
structure. We investigate each category/question
separately and also compute the utterance-wise co-
herence. An utterance in the dialogue is fully coher-
ent if it is comprehensible, addresses its reference

and does not contradict the speaker’s position, i.e.
if it is rated with yes, yes, no. An example rating is
included in Appendix A. For the comparison of the
two pipeline configurations, we consider all topics
with only automatically generated structures in the
survey, namely Nuclear Energy (NE), Abortion (A),
Self-driving Cars (SDC), School Uniforms (SU),
Death Penalty (DP) and Animal Testing (AT). The
corresponding ratio of positive and overall ratings
is shown in Table 3.

It can be seen that the results are highly topic
dependent, in direct comparison to each other and
also in the effect of the clustering. The average
over all topics (Overall) indicates a slight advan-
tage of the group without clustering. However, a
category-wise statistical comparison of the over-
all results with Fisher’s exact test (Sprent, 2011)
shows no significant difference between the two
groups, indicating that (on average) both configu-
rations perform equally well. Finally, the results
of the annotated structure are compared to the re-
sults achieved with the automatically generated
ones (with and without clustering) for the topic
Marriage. We conduct a pairwise comparison of
the three groups again with Fisher’s exact test and
a Benjamini-Hochberg correction (Benjamini and
Hochberg, 1995) of the p-value. The corresponding
results for all three structures are shown in Table 4.
The annotated structure yields a perfect score of
1.00 for all categories, which is not surprising since
it was tailored to dialogue setups. The compari-
son further indicates that the annotated structure
outperforms the automatically generated ones, ex-
cept for the reference category where no significant
difference was found between the annotated struc-
ture and the automatically generated one without
clustering.

7 Discussion

In the following, we discuss our findings from the
previous section and the perspective of applications
for the proposed method. As already mentioned,
the results vary between the investigated topics for
all evaluation categories. The difference between
the individual topics can be attributed to the differ-
ent sources the arguments are retrieved from and
the resulting performance difference of the pipeline
components. The effect of the clustering on the
other hand is not so clear as both structures for
a topic are based on the same pool of arguments.
However, as the position of the arguments in the
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NE A SDC SU DP AT Overall

Comprehensible 0.89 0.92 0.94 0.94 0.66 0.88 0.87
Reference 0.80 0.97 0.91 0.78 0.91 0.85 0.87
Polarity 0.71 0.97 0.59 0.97 0.94 0.97 0.86

Coherence 0.60 0.87 0.47 0.75 0.53 0.76 0.67

Comprehensible 0.96 0.78 0.90 1.00 0.77 0.93 0.89
Reference 1.00 0.69 0.87 1.00 0.65 0.76 0.82
Polarity 0.82 0.78 0.87 0.48 0.94 1.00 0.82

Coherence 0.79 0.50 0.70 0.48 0.55 0.72 0.62

Table 3: Topic-wise results for the structures with (lower table) and without (upper table) clustering.

Results annotated
(a)

cluster
(c)

no cluster
(nc)

Comprehensible 1.00 0.68 0.83
Reference 1.00 0.68 0.86
Polarity 1.00 0.82 0.49

Coherence 1.00 0.43 0.34

p - values a/c a/nc c/nc

Comprehensible < 0.01 0.04 0.24
Reference < 0.01 0.08 0.13
Polarity 0.01 < 0.01 0.01

Coherence < 0.01 < 0.01 0.60

Table 4: Results for the annotated structure and the au-
tomatically generated ones on the topic Marriage. Up-
per table: Ratio of positive and overall ratings. Lower
table: p-values of pairwise comparison with Fisher’s
exact test and Benjamini-Hochberg correction.

tree is directly influenced by the relation classifica-
tion (and hence by the clustering as well), it varies
between the structures with and without clustering.
Therefore, the individual arguments can appear in
a different context, which arguably also leads to a
different perception through the study participants.
On average, no significant difference between the
two approaches could be found and the choice of
the optimal configuration hence depends on the
available data for each topic. The direct compari-
son with an annotated structure revealed room for
improvement, especially with respect to the overall
coherence. However, we also found that for the in-
dividual categories comprehensible and reference,
the results achieved without clustering are fairly
close to the performance of the annotated structure.
Especially for the reference category, which is di-
rectly influenced by the herein introduced pipeline,
the found difference between the annotated and the
automatically generated structure without cluster-
ing was not statistically significant. In addition, the
coherence results of the automatically generated
structures on the topic Marriage were lower than

for the other investigated topics, indicating that this
was the most challenging topic for our approach.
Although the above-discussed data dependency ren-
ders generalizations difficult, this coherence differ-
ence between the topic Marriage and the others
indicates that the overall pipeline performance is
closer to the one with annotated structures than
suggested by the direct comparison.

As for the written feedback, multiple annotators
reported confusing formulations of the argument as
the major difficulty of the task. Since this is a direct
consequence of the heterogeneous sources the argu-
ments are retrieved from, it is hard to address in the
pipeline. Therefore, approaches to automatically
summarize or reformulate arguments (Bar-Haim
et al., 2020; Schiller et al., 2021) could be benefi-
cial to improve the performance.

Regarding applications, it can be seen that the
proposed approach is quite flexible: Although a
specific multi-agent setup was chosen for evalua-
tion, the proposed pipeline itself has no dependency
on this particular setting or the corresponding do-
main of persuasive dialogues. Therefore, it can
be directly applied in other domains and scenarios
as well if the respective dialogue system operates
on structures of the retrieved kind. This includes
for example systems in the opinion building do-
main (Aicher et al., 2021) or systems that combine
argumentation with other types of dialogue like
question answering (Sakai et al., 2018a). In addi-
tion, the proposed pipeline can be combined with
methods that build on the investigated representa-
tion of arguments. In particular, the probabilistic
rule-based strategy that was used in the evaluation
setup can be extended or replaced with more so-
phisticated ones in compliance with the desired
application. Examples in this regard are strategies
optimized via reinforcement learning (Rach et al.,
2018a) as well as argument selection based on se-
mantics (Cayrol and Lagasquie-Schiex, 2005) or
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user concerns (Chalaguine and Hunter, 2020). In
light of the evaluation results, the main task for fu-
ture work with respect to applications is hence the
improvement of the pipeline performance to fully
meet the quality requirements of the individual sys-
tems. However, as the proposed approach relies
on argument search engines, it directly benefits
from future developments in this area. Moreover,
the addition of weights to arguments in the struc-
ture could further broaden the range of possible
applications. The corresponding weights can for
example be derived from the confidence scores of
the pipeline components or through automatic ap-
proaches to assess argument quality (Wachsmuth
et al., 2017a).

8 Conclusion

We have addressed the automatic generation of ar-
gument structures from argument search results
for their use in dialogue systems. To this end, a
pipeline was introduced that estimates relations be-
tween the retrieved arguments and maps them into
a general tree structure. We explored two different
configurations, namely with and without a prior
clustering of the retrieved arguments and utilized a
supervised learning-based relation classification to
identify related argument pairs. For evaluation pur-
pose, we generated 30 artificial dialogues over 7 dif-
ferent topics and assessed them in a crowdsourcing
setup with respect to their coherence. The results
indicate that the proposed pipeline depends on the
quality of the available data but yields promising
results for the majority of the investigated topics
and at least one of the two investigated configura-
tions (with and without clustering). In comparison
to an annotated structure, we observed a similar
performance for individual categories but also the
expected room for improvement regarding the over-
all coherence. In summary, the proposed approach
can be seen as a first step towards fully automatized
argument acquisition for argumentative dialogue
systems. Since it is based on argument search en-
gines, it benefits directly from future improvements
and developments in this area.

Future work will investigate automatic evalua-
tion approaches that allow for an estimation of the
pipeline performance given a specific topic. In ad-
dition, automatically generated structures will be
applied in a dialogue system for an evaluation in
direct interaction with human users.
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A Examples

In the following, excerpts of an automatically re-
trieved argument structure, a dialogue generated
with it and the corresponding majority ratings from
the evaluation are included. The structure was re-
trieved with the complete pipeline (without cluster-
ing) and the search query school uniforms are good.
Figure 4 shows the part used in the example dia-
logue, including three pro arguments (P1-P3), three
con arguments (C1-C3) as well as their support (+)
and attack (-) relations. The resulting dialogue ex-
cerpt and the respective majority ratings from the
evaluation are shown in Table 5. When an argu-
ment is introduced, the corresponding source is
indicated after the utterance in brackets together
with the argument index that denotes its position
in the argument structure. All sources are provided
by ArgumenText as part of the search results and
taken from the utilized web crawl.

Figure 4: Excerpt of the argument structure used to gen-
erate the example dialogue in Table 5.

Speaker Utterance Majority Ratings Coherent

A (pro) School uniforms are good. (Topic) - -

A (pro)
The uniform can help ease the problem about the fashion
in school especially in a high school or a university that

have a lot of teenagers together. (P1, esl-lab.blogspot.com)

Comprehensible: yes
Reference: yes

Polarity: no
yes

A (pro)
Wearing the same school uniform creates an image of

unity and helps student feel accepted in the school. (P2,
ericmacknight.com)

Comprehensible: yes
Reference: yes

Polarity: no
yes

A (pro) It also shows unity and children feel included and it helps
them to work as a team. (P3, www.createdebate.com)

Comprehensible: yes
Reference: yes

Polarity: no
yes

B (con) You seem quite confident about that point. What makes
you so sure?

Comprehensible: yes
Reference: yes

Polarity: no
yes

B (con)

In particular, there’s one aspect of your argumentation
that I have some doubts about. You said the uniform can

help ease the problem about the fashion in school
especially in a high school or a university that have a lot
of teenagers together. Rude rules to wear school uniform
is killing students’ personality and it can be influenced for

their future developing as bright personality. (C1,
www.createdebate.com)

Comprehensible: yes
Reference: yes

Polarity: no
yes

B (con) School Uniforms are not safe to wear. (C2,
www.createdebate.com)

Comprehensible: yes
Reference: no

Polarity: no
no

B (con) Uniform itself is also uncomfortable and during the winter
it is very cold. (C3, www.createdebate.com)

Comprehensible: yes
Reference: no

Polarity: no
no

Table 5: Artificial dialogue between the agents A and B generated with the dialogue game for argumentation and
an automatically retrieved argument structure, including the majority answers to the questions Do you understand
what the speaker wants to say? (Comprehensible), Does the utterance address its reference? (Reference) and Does
the utterance contradict the speaker’s position? (Polarity) as well as the corresponding coherence results.


