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Welcome to the Tutorials Session of AACL-IJCNLP 2022.

The AACL-IJCNLP tutorials session is organized to give conference attendees a comprehensive introduction by expert researchers to some topics of importance drawn from our rapidly growing and changing research field.

The call, submission, reviewing and selection of tutorials were carried out by the tutorial chairs. The selection criteria were based on clarity and preparedness; novelty or timely character of the topic, interest for Asia-Pacific NLP community; instructors’ experience; likely audience interest; open access of the tutorial instructional material; and diversity and inclusion.

A total of 14 tutorial submissions were received, of which 6 were selected for presentation at AACL-IJCNLP. We solicited two types of tutorials, namely cutting-edge themes and introductory themes. The 6 tutorials for ACL include an introductory tutorial, a tutorial combining introductory and cutting edge contents, and six cutting-edge tutorials. The introductory tutorial is dedicated to pre-trained models for Cantonese language. The tutorial on knowledge graph construction deals with both kinds of theme. The cutting-edge tutorials address situated reasoning, the effectiveness of pre-trained language models, multilingual semantics, and misinformation and media bias.

We would like to thank the authors of the tutorials for their contribution and flexibility in organizing the conference, which went from initially face-to-face to hybrid mode and finally to fully online mode. Our thanks go to the conference organizers for effective collaboration, in particular to the general chair Yulan He.

We hope you enjoy the tutorials.
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Organizing Committee

Tutorial Co-Chairs

Miguel A. Alonso, Universidade da Coruña, Spain
Zhongyu Wei, Fudan University, China
# Table of Contents

**Efficient and Robust Knowledge Graph Construction**  
Ningyu Zhang, Tao Gui and Guoshun Nan ................................................................. 1

**Recent Advances in Pre-trained Language Models: Why Do They Work and How Do They Work**  
Cheng-Han Chiang, Yung-Sung Chuang and Hung-yi Lee ........................................ 8

**When Cantonese NLP Meets Pre-training: Progress and Challenges**  
Rong Xiang, Hanzhuo Tan, Jing Li, Mingyu Wan and Kam-Fai Wong ....................... 16

**Grounding Meaning Representation for Situated Reasoning**  
Nikhil Krishnaswamy and James Pustejovsky ......................................................... 22

**The Battlefront of Combating Misinformation and Coping with Media Bias**  
Yi Fung, Kung-Hsiang Huang, Preslav Nakov and Heng Ji ...................................... 28

**A Tour of Explicit Multilingual Semantics: Word Sense Disambiguation, Semantic Role Labeling and Semantic Parsing**  
Roberto Navigli, Edoardo Barba, Simone Conia and Rexhina Blloshmi .................... 35