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Abstract

Quantization, knowledge distillation, and magnitude pruning are among the most popular methods for neural network compression in NLP. Independently, these methods reduce model size and can accelerate inference, but their relative benefit and combinatorial interactions have not been rigorously studied. For each of the eight possible subsets of these techniques, we compare accuracy vs. model size tradeoffs across six BERT architecture sizes and eight GLUE tasks. We find that quantization and distillation consistently provide greater benefit than pruning. Surprisingly, except for the pair of pruning and quantization, using multiple methods together rarely yields diminishing returns. Instead, we observe complementary and super-multiplicative reductions to model size. Our work quantitatively demonstrates that combining compression methods can synergistically reduce model size, and that practitioners should prioritize (1) quantization, (2) knowledge distillation, and (3) pruning to maximize accuracy vs. model size tradeoffs.

1 Introduction

As increasingly large models dominate Natural Language Processing (NLP) benchmarks, model compression techniques have grown in popularity (Gupta and Agrawal, 2020; Rogers et al., 2020; Ganesh et al., 2021). For example, quantization (Shen et al., 2020; Zafrir et al., 2019; Jacob et al., 2018) lowers bit precision of network weights to reduce memory usage and accelerate inference (Krashinsky et al., 2020). Knowledge distillation (KD; Hinton et al. (2015)), which trains a student neural network using the logits (or representations) of a teacher network, is used widely to transfer knowledge to smaller models (Sanh et al., 2019; Jiao et al., 2020; Sun et al., 2019, 2020). Pruning identifies weights which can be omitted at test time without significantly degrading performance. Some pruning methods remove individual weights according to magnitudes or other heuristics (Gordon et al., 2020; Chen et al., 2020; Sanh et al., 2020), while others remove structured blocks of weights or entire attention heads (Wang et al., 2020; Hou et al., 2020; Voita et al., 2019; Michel et al., 2019).

Recent work has begun combining these compression methods for improved results. Sanh et al. (2020), Zhang et al. (2020), and Bai et al. (2021) have used knowledge distillation with pruning or low-bit quantization to fine-tune BERT. As practitioners look to combine methods more generally, new research is needed to compare their empirical value and study interactions. This work addresses the questions: (1) Which popular compression methods or combinations of methods are usually most effective? (2) When combining methods, are their benefits complementary or diminishing?

We address these questions by computing accuracy vs. model size tradeoff curves for six pre-trained BERT sizes fine-tuned on eight GLUE tasks (Wang et al., 2019b), applying each of eight possible subsets of quantization-aware-training (QAT), knowledge distillation (KD), and magnitude pruning (MP). Our main findings are as follows:

1. When methods are applied independently, QAT yields best accuracy-compression tradeoffs, followed by KD and then MP.

2. Strikingly, we observe no diminishing returns when combining KD with QAT or MP. Instead, KD mitigates the loss in accuracy caused by either method, thereby super-multiplicatively reducing model size.

3. When used together, QAT and MP amplify each other’s individual accuracy losses. However, combining all three methods (i.e., also using KD) preserves accuracy, allowing 18x and 11x compression for BERT-LARGE and BASE respectively.
2 Methods

In our work, we study three common model compressions: quantization-aware-training, knowledge distillation, and magnitude pruning. We prioritize performant, broadly applicable approaches with accessible implementations, so our findings are most useful to practitioners. Hyperparameters and additional method details are in Appendices A & C.

BERT Architecture Sizes. We test each compression combination across six different BERT architecture sizes, seeing as they may have different compressibilities. These pretrained models are taken from Turc et al. (2019): LARGE (367 million params), BASE (134M), MEDIUM (57M), SMALL (45M), MINI (19M), TINY (8M). Including a range of sizes makes our findings relevant to practitioners or deployment settings without resources for architectures like LARGE or BASE. Additionally, using smaller model sizes is a practical baseline to compare our compression methods against.

Quantization-Aware-Training (QAT). While most neural networks use 32-bit floats for weights and activations, recent work has shown promise for lower precisions. 16-bit floats cause no accuracy loss for most architectures (Das et al., 2018), and Zafrir et al. (2019) show that, with quantization-aware-training (QAT), 8-bit integer (INT8) BERT mostly preserves GLUE accuracy. The INT8 model is nearly 4x smaller, and can achieve 2.4-4.0x inference acceleration with appropriate hardware (Kim et al., 2021a). As lower precisions harm accuracy significantly (Shen et al., 2020), we use an 8-bit BERT with the QAT scheme described by Zafrir et al. (2019), recapped in the Appendix.

Knowledge Distillation (KD). In KD, we fine-tune a small student model by optimizing its weights to mimic the outputs of a teacher model. We use a common, simple variant of KD, emulating weights to mimic the outputs of a teacher model. This technique helps for all tasks, especially the smaller ones (e.g. MRPC, RTE). Each example is copied 10, 20, or 30 times (more copies for smaller tasks), and each copy has some of its words replaced with synonyms (i.e. words with closest GLoVe embeddings). Many of the copies have altered meanings, but the teacher is able to adapt by making different predictions.

Before running all of our experiments, we ran a few trials (on MRPC and QNLI) to confirm that DA helped with distillation but not without, and so we only used DA for the KD experiments.

Magnitude Pruning (MP). Several pruning methods have been used in NLP (Hoefler et al., 2021). We use unstructured weight pruning, which can achieve higher sparsities than structured pruning (Renda et al., 2020), and has comparatively standard implementations.

Magnitude pruning masks the weights with lowest magnitudes to achieve a target sparsity. As in Sanh et al. (2020), we iteratively prune weights at a linear schedule during training after some warmup steps. Sanh et al. (2020) also propose movement pruning, in which weights are pruned according to their gradients during fine-tuning. We found that movement pruning performs worse than magnitude at moderate sparsities (40-60%), when accuracy is retained (corroborated by Sanh et al. (2020)). As we target accuracy-preserving pruning, we use magnitude pruning for the experiments in this work. We prune either 40% or 60% of encoder weights only, as pruning embedding weights significantly damages accuracy (Yu et al., 2020).

3 Results

Experiments For six BERT architecture sizes and eight GLUE tasks1, we tested every possible subset of compression methods: no compression (Baseline), QAT, KD, MP, QAT+KD, QAT+MP, KD+MP, and QAT+KD+MP. For each of 576 experiment settings, we log the max GLUE development set accuracy across twelve hyperparameter configurations and five repetitions of each configuration. In Figure 1, we plot mean GLUE accuracy across all eight tasks on the y-axis against decreasing model size on the x-axis, for each compression combination. The curves without pruning include six points, one for each architecture size from LARGE to TINY. With pruning, there are twice as many points, as each architecture is pruned to either 40% or 60% encoder sparsity. Results split by task are available in Appendix Figure A1.

Individually, QAT and KD are most effective. For all architectures, QAT (blue) reduces model
size by $4 \times$ while minimally reducing accuracy: the largest drop is $-0.6\%$ for BERT-BASE (supporting Zafrir et al. (2019)), while other architecture sizes are nearly unaffected. KD (orange) does not reduce a given architecture’s size, but instead yields a consistent boost to accuracy, especially for smaller architectures. This upward shift on the accuracy-model size curve means that larger models can be downsized more effectively: e.g., LARGE’s baseline accuracy is matched by the KD version of BASE, and KD SMALL outperforms baseline MEDIUM. Compared to QAT or KD, MP (green) is only modestly helpful. Typically, 40% of encoder weights can be removed without much impact, but pruning 60% (i.e., the second point in each set of two) degrades accuracy. Also, removing 40% of encoder weights corresponds to a $< 40\%$ model size reduction because we do not prune embedding weights. Therefore, while MP can be helpful for LARGE and BASE, it cannot significantly compress small architectures, which have a higher percentage of their weights in embeddings.

**Used together, KD mitigates accuracy losses from both QAT and MP.** Moving to combinations of compression methods, we find that the most successful pair combines QAT and KD (red), which yields QAT’s $4 \times$ memory reduction while retaining the improved accuracy over baseline from KD. Meanwhile, QAT+MP (purple) does poorly: though LARGE and BASE can prune 40% of weights while retaining accuracy, when they are pruned and quantized, they have lower accuracy than when they are only quantized. This result suggests that pruning specifically damages accuracy with quantization: practitioners should expect additive (or worse) accuracy degradation when combining QAT and MP. On the other hand, with KD+MP (brown), 40% weights can be pruned while retaining the accuracy boost from KD, for all architectures. Thus, KD mitigates accuracy losses from both MP and QAT. This result still holds when we combine all three methods (black). With QAT+KD+MP, 40% of encoder weights for LARGE and 60% for BASE (and smaller) can be removed while matching the accuracy of QAT+KD. In our experiments, KD completely mitigates the compounding losses from QAT+MP and even improves accuracy. KD enables deeper compression when practitioners combine methods.

**Combining methods yields super-multiplicative compression ratios.** Building on our qualitative findings, we were interested in quantitative estimates for how much each method allows us to compress each architecture size. So, we compute compression ratios, i.e., the maximal size reduction factor possible while preserving accuracy to within 0.5% of baseline. For example, baseline LARGE (1341 MB) yields 92.8% accuracy on QNLI, while...
Table 1: Ratios, averaged across all GLUE tasks, measuring the maximum possible size reduction factor of a certain architecture while within 0.5% of baseline accuracy. Uncompressed sizes are listed in megabytes (MB).

<table>
<thead>
<tr>
<th>Size</th>
<th>QAT</th>
<th>KD</th>
<th>MP</th>
<th>QAT+KD</th>
<th>QAT+MP</th>
<th>KD+MP</th>
<th>QAT+KD+MP</th>
</tr>
</thead>
<tbody>
<tr>
<td>LARGE</td>
<td>1341</td>
<td>3.6×</td>
<td>3.4×</td>
<td>1.7×</td>
<td>12.6×</td>
<td>3.9×</td>
<td>5.8×</td>
</tr>
<tr>
<td>BASE</td>
<td>438</td>
<td>2.6×</td>
<td>1.8×</td>
<td>1.7×</td>
<td>5.9×</td>
<td>3.1×</td>
<td>2.8×</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>166</td>
<td>2.9×</td>
<td>2.0×</td>
<td>1.2×</td>
<td>8.0×</td>
<td>4.0×</td>
<td>3.5×</td>
</tr>
<tr>
<td>SMALL</td>
<td>115</td>
<td>3.6×</td>
<td>2.4×</td>
<td>1.2×</td>
<td>9.4×</td>
<td>4.7×</td>
<td>3.6×</td>
</tr>
<tr>
<td>MINI</td>
<td>45</td>
<td>3.7×</td>
<td>1.2×</td>
<td>1.1×</td>
<td>4.7×</td>
<td>3.4×</td>
<td>1.8×</td>
</tr>
<tr>
<td>TINY</td>
<td>18</td>
<td>3.4×</td>
<td>1.0×</td>
<td>0.7×</td>
<td>4.0×</td>
<td>2.2×</td>
<td>1.0×</td>
</tr>
</tbody>
</table>

BASE with QAT, KD, and 40% MP (76 MB) is the smallest model within 0.5% of that, at 92.6% accuracy. Therefore, BERT-LARGE’s compression ratio on QNLI is $\frac{1341}{76} = 17.6×$, and averaging this value across tasks yields a net ratio of 18.1× (top-right, Table 1). We similarly compute ratios for all architectures and compression combinations.

As before, QAT usually retains accuracy and yields a 4× size reduction. However, because there are a few tasks for which QAT causes a > 0.5% accuracy drop\(^2\), the task-averaged compression ratios for LARGE and BASE of 3.6× and 2.6×. KD also has high mean compression ratios, because it often boosts small architectures’ accuracies to match larger baseline architectures. MP yields 1.7× compression (from 40% pruning) for LARGE and BASE, and even less for the smaller architectures.

When combined, we observe synergistic compression between QAT and KD. We might expect strong diminishing returns from combining methods, but even in their absence, we would expect independent compression ratios to multiply. Strikingly, though, we often see super-multiplicative model size reductions with QAT+KD: e.g. BASE, 5.9 × 2.6 = 1.8 = 4.7; MEDIUM: 8.0 × 2.9 = 2.0 = 5.8. For KD+MP, the ratios multiply for LARGE and BASE. Also, while pruning was originally ineffective for MEDIUM and smaller, KD+MP appears to make pruning more effective, again with super-multiplicative compression (e.g. for Medium: 3.5 × 2.0 = 1.2 = 2.4). These findings show that KD mitigates the drop in accuracy from quantization (Zhang et al., 2020) and pruning (Sanh et al., 2020), supporting qualitative findings from prior literature. This mitigation effect, combined with the accuracy boost that KD provides, yields joint compressions that are more effective than the sum of their parts. Remarkably, with all three compressions, we still see super-multiplicative scaling for BASE and smaller (e.g., BASE: 11.1 × 2.6 × 1.8 = 8.0; MEDIUM: 14.1 × 2.9 × 2.0 = 7.0). At 18.1×, LARGE is most compressible, but actually has a sub-multiplicative ratio, perhaps because the individual compressions already work very well.

4 Discussion and Future Work

We examine the relative benefits and interactions of three widely-used compression methods in NLP: knowledge distillation, INT8 quantization-aware-training, and magnitude pruning. Though multiple techniques are increasingly used simultaneously, little work has studied the empirical interactions between them.

Across six architecture sizes and eight GLUE tasks, we find that INT8 quantization is most beneficial, and combining quantization with KD mitigates any of its occasional accuracy drops. Quantization and pruning yield diminishing returns, with the two methods exacerbating accuracy losses when used together. However, when all three methods are combined, KD restores accuracy above baseline, yielding 18× and 11× net compression for BERT-LARGE and BASE. We quantitatively confirm that KD’s model size improvements are complementary (often super-multiplicative) with quantization and pruning. Given these benefits, using larger, more recent GLUE winners as KD teachers may yield further gains (e.g. ERNIE, Sun et al. (2021)). We also hope that our observed benefits inspire authors of new compression techniques to evaluate complementarity with existing methods.

In future work, we hope to measure accuracy vs. inference time tradeoffs, and compare these results to our findings on model size. Though there is work on accelerated inference with INT8 quantization (Kim et al., 2021b) or pruning (Pool et al., 2021), it is not clear how these speedups stack. Profiling compression combinations on specialized hardware would be an informative avenue to explore next.

---

\(^2\) Those tasks would be considered to have 1× compression.
Broader Impacts

As NLP models dramatically scale in size, they rely increasingly on specialized hardware (e.g., GPUs, TPUs) to train and deploy them. The manufacturing and energy consumption involved in the usage of such devices imposes a significant carbon footprint (Strubell et al., 2019; Gupta et al., 2021). Model compression is part of the broader movement towards “Green AI”, in which researchers develop more energy-efficient models with similar task accuracies in order to reduce usage of compute-hungry hardware (Schwartz et al., 2020).

By careful empirical study of how to optimally combine compression methods, we believe our work takes further steps towards Green AI. In particular, rather than proposing a single architecture that achieves a specific tradeoff, we equip practitioners with a set of principles to apply depending on their needs, hopefully increasing uptake of at least some subset of compression methods. Applying our insights to widely-used deployment settings (speech-to-text, search, etc.) could significantly reduce AI’s consumptive footprint.

Though model compression methods can dramatically mitigate deep learning’s carbon footprint, they may also create opportunities for harm (Suresh and Guttag, 2021). Specifically, recent work shows that pruning damages accuracy for minority classes in the training dataset (Hooker et al., 2020), and that pruning may change model behavior even when accuracy is preserved (Movva and Zhao, 2020). Such predictive disparities can lead to algorithmic harms: e.g., representational harms for language models, or allocational harms for certain downstream task predictors (Blodgett et al., 2020). More work is needed to systematically characterize the relationship between compression and algorithmic harms.
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A Experiment Details

A.1 Experiment Breakdown

In total, we tested 576 experimental conditions, each of which involves fine-tuning a model on a GLUE task. We used eight GLUE tasks: SST-2, MRPC, STS-B, QQP, MNLI, MNLI-MM, QNLI, and RTE. We excluded CoLA and WNLI from the pruning experiments to reduce the computational burden (more on the compute budget below), and because there are some known issues with WNLI that make it difficult for a fair evaluation (Wang et al., 2019a).

We used six architecture sizes (details about the architectures are in Table 2), and eight subsets of compression methods (including the baseline of no compression). Note that, when we combine compression methods, there is no concept of order, because all methods function simultaneously and independently: QAT simply adds additional operations after each Linear layer, KD only modifies the loss, and MP gradually masks more weights. Therefore, these eight subsets are exhaustive.

There were twice as many pruning experiments as non-pruning experiments, since each pruning experiment tested two different sparsity levels\(^3\). So, there were 4 compression subsets without pruning, 4 compression subsets with 40\% pruning, and 4 compression subsets with 60\% pruning. Overall, there were 6 \cdot 8 \cdot (3 \cdot 4) = 576 experimental conditions.

A.2 Training & Hyperparameters

For each experiment, we started by initializing the BERT architecture with pretrained weights from Turc et al. (2019). We fine-tuned for 3 epochs (on either the base or augmented GLUE training set, depending on whether we were performing a distillation experiment). As is standard for BERT fine-tuning on GLUE, batch size and LR can have a significant effect on the results (Devlin et al., 2018; Turc et al., 2019). For each experimental condition, we tested three batch sizes (\{8, 16, 32\}) and four learning rates (\{1e-5, 2e-5, 3e-5, 4e-5\} for LARGE and BASE; \{3e-5, 5e-5, 0.0001, 0.0003\} for MEDIUM/SMALL/Mini/Tiny). For each hyperparameter combination, we performed five repetitions, so there were \(3 \cdot 4 \cdot 5 = 60\) total training runs per experimental condition. We report max accuracy across these 60 runs rather than taking an average, as the BERT training on GLUE can be unstable and lead to poor results a high fraction of the time (Devlin et al., 2018). We use the public GLUE development sets rather than the official test sets, since it wouldn’t have been feasible to make thousands of submissions to the GLUE testing portal.

Overall, then, we performed \(576 \cdot 60 = 34560\) fine-tuning experiments. This was feasible because the smaller architectures could be fine-tuned quickly (from an hour for MEDIUM to a few minutes for TINY, on the largest GLUE tasks). We performed all experiments on NVIDIA V100 GPUs, and all told, we would estimate approximately 75K GPU hours were necessary for our experiments. As we set a rough budget of 100K GPU hours, this was the reason why we had to make decisions like excluding two GLUE tasks (CoLA, WNLI), not performing data augmentation for non-distillation experiments, and not performing pretraining distillation; any of these decisions would have ballooned our experimental burden. We recognize the privilege of having had access to as much GPU time as we did, and hope that other researchers can benefit from this thorough empirical analysis.

B Task-Specific Results

In Figure A1, we plot similar curves to Figure 1, split by each task. The data from Figure 1 are replicated in the top-left plot. Tasks are ordered by size (reading left-to-right and then top-to-bottom). Most tasks have concordant trends with the curves for average GLUE performance as discussed in the main text, but there are a couple exceptions.

First, for magnitude pruning, we find that some tasks experience worse accuracy-size tradeoffs than baseline when pruned to 40\% of weights remaining; this was typically not the case when all task accuracies are averaged. Specifically, for some tasks (e.g. SST-2, STS-B, MRPC), pruning significantly degrades accuracy below baseline. Smaller BERT architectures are especially harmed, since they are already under-parameterized compared to BERT-LARGE and BASE. This finding agrees with Chen et al. (2020), who find that these particular GLUE tasks are least prunable while preserving accuracy (they also use magnitude pruning, but
<table>
<thead>
<tr>
<th>Architecture</th>
<th># Layers</th>
<th>Hidden Dim.</th>
<th>Params (Millions)</th>
<th>Size (MB)</th>
<th>Avg GLUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LARGE</td>
<td>24</td>
<td>1024</td>
<td>367</td>
<td>1341</td>
<td>88.47</td>
</tr>
<tr>
<td>BASE</td>
<td>12</td>
<td>768</td>
<td>134</td>
<td>438</td>
<td>87.39</td>
</tr>
<tr>
<td>MEDIUM</td>
<td>8</td>
<td>512</td>
<td>57</td>
<td>166</td>
<td>85.11</td>
</tr>
<tr>
<td>SMALL</td>
<td>4</td>
<td>512</td>
<td>45</td>
<td>115</td>
<td>83.29</td>
</tr>
<tr>
<td>MINI</td>
<td>4</td>
<td>256</td>
<td>19</td>
<td>45</td>
<td>81.41</td>
</tr>
<tr>
<td>TINY</td>
<td>2</td>
<td>128</td>
<td>8</td>
<td>18</td>
<td>78.10</td>
</tr>
</tbody>
</table>

Table 2: Information on the different BERT architecture sizes we use in our experiments, with pretrained versions of each size downloaded from (Turc et al., 2019) (in accordance with their license). The “Avg GLUE” column is the mean GLUE accuracy across the eight tasks included in our experiments.

Figure A1: For each task, dev set accuracy vs. decreasing model size (from >1GB down to 10MB), with curves plotted for each compression combination. Tasks are ordered by training dataset size (left-to-right). The grey horizontal line in each plot is the baseline accuracy for BERT-LARGE.

a more compute-intensive version, allowing for slightly higher sparsities than we report.

Second, we find that for MRPC and RTE, the curves appear noisier, making some trends hard to discern. This is for two reasons: one, the tasks have the smallest training dataset, so they tend to degrade more in response to pruning (Chen et al., 2020). Second, we empirically found that these tasks varied more in their accuracy from run-to-run than other tasks (perhaps also because of their smaller training datasets). Thus, the true trends for different compression methods may be obscured by lower-confidence accuracy metrics.

C Implementation Details

C.1 Quantization-Aware-Training

In this work, we use quantization-aware-training (QAT) rather than naive post-training quantization (PTQ). PTQ quantizes weights after training and can significantly increase error due to the loss of precision. Recently, QAT has been more common, in which the effects of weight quantization are simulated during training with fake quantization operations (Jacob et al., 2017). Therefore, at inference time, the model’s weights are better tailored to accommodate a reduced precision.

We specifically quantize the embedding and linear modules in our BERT architecture to use INT8 weights, following the symmetric linear quantization scheme from Q8BERT (Zafrir et al., 2019). The following quantization operation is applied to weights and activations, with scaling factor $S$ and max value $M$, to quantize a value $x$:

$$\text{Quantize}(x \mid S, M) = \text{Clamp}([x \cdot S], -M, M),$$

where $\lfloor \cdot \rfloor$ is the integer rounding function, and
Clamp(·, −M, M) maps out-of-range values to −M or M. M is determined by the number of bits; with 8 bits, for example, we have up to 256 possible quantization levels, so M = 127. Following Zafrir et al. (2019), the scaling factor S is set so that the largest possible value for a weight or activation matrix gets quantized to M. Thus, for a weight matrix W, the scale SW is given by

\[ S^W = \frac{M}{\max |W|}. \]

For activations x from a given layer L, the scale factor SX is computed as an exponential moving average of the max activation value during training,

\[ S^X = \frac{M}{\text{EMA}(\max_L |x|)}. \]

For quantization-aware-training, we add fake quantization ops to the model’s weight matrices and activations during the training forward pass, therefore simulating the effect of quantization on each layer’s output. However, Quantize(·) is not differentiable due to the rounding operation, so the backward pass simply ignores the quantization op using the straight-through-estimator: ∂xq/∂x = 1.

We model our fake quantization ops off the implementation in Intel’s nlp-architect⁴ repository, authored by Zafrir et al. (2019) and others.

C.2 Knowledge Distillation

Knowledge Distillation (KD) aims to transfer the knowledge from a large teacher model into a smaller student model: ideally, our student’s predictions will emulate the teacher’s, but with reduced compute cost. Formally, models trained with KD learn to minimize \( \mathcal{L}_{KD} \), the difference between the teacher’s and student’s functions \( f^T \) and \( f^S \), across the training set \( \mathcal{X} \):

\[ \mathcal{L}_{KD} = \sum_{x \in \mathcal{X}} L(f^T(x), f^S(x)). \]

The functions \( f^T(\cdot) \) and \( f^S(\cdot) \) include the final output probabilities, and \( L(\cdot) \) measures the cross entropy between the student and teacher predicted probabilities (Sanh et al., 2019).

While some approaches perform distillation during BERT pretraining, we only distill during task fine-tuning, which is also common. Focusing on fine-tuning was necessary to make our experimental search space tractable, since BERT pretraining can take multiple orders of magnitude more compute than fine-tuning. Task-specific distillation is also more critical to preserving accuracy than pretraining distillation (Jiao et al., 2020). We follow Jiao et al. (2020) in augmenting the GLUE datasets by copying examples and replacing words with synonyms. By running an ablation, they find that augmentation is useful for all tasks, and especially ones with less data (i.e., CoLA and MRPC benefit much more than MNLI). They use different augmentation factors for each dataset, either scaling up the size by 10, 20, or 30 times. We use the same values in our work, copied here: {MNLI: 10, QQP: 10, QNLI: 20, SST-2: 20, STS-B: 30, MRPC: 30, RTE: 30}. We directly used their script, data_augmentation.py, from the TinyBERT⁵ Github repository. For each GLUE training dataset, this script generates an expanded file in the same format, except with multiple words replaced with synonyms (i.e., L2 nearest neighbors from GLoVe embeddings (Pennington et al., 2014)). We then take our teacher model (fine-tuned BERT-LARGE on the same GLUE task) and generate predicted probabilities for every example in the augmented dataset, which includes the original sentences and their synonym-replacements. Note that, when using multiple synonyms, some of the sentences change meaning, leading to a substantially different prediction than the original sentence. This is another reason (in addition to little observable change in performance and our compute budget) that we did not use augmentation for the experiments which did not use distillation.

C.3 Pruning

We use the magnitude pruning setup from the nn_pruning Github repository⁶ (Sanh et al., 2020). Importantly, because the nn_pruning implementation of a “pruned” model stores the weight values along with a dictionary of weights to be masked, the real model sizes on disk are not smaller. So, the pruned model sizes that we report are theoretical rather than actual. That said,
it would be easy to attain a true size reduction if, for example, the weights were changed to zeroes and the model file was gzipped.

As in the movement pruning approach, we prune gradually throughout training. We prune to three possible sparsity levels: 40%, 60%, or 80% sparsity. Specifically, weights are masked on a linear schedule after 5000 warmup steps, meaning that a constant number of weights are masked at each step in order to reach the target sparsity by the end of training.

For most architectures, the 80% pruning results were very poor: they caused significant accuracy degradation, so they did not yield accuracy-model size tradeoffs that were on the optimal frontier. These results did not affect our conclusions, so we removed the 80% sparse points from Figure 1. We display these results here in the Appendix (Figure A2), by showing the same plots as Figure A1, but with the 80% sparse points added to the curves.

There is often a steep accuracy dropoff from 60% to 80% sparsity, especially for the smaller tasks (STS-B, MRPC, RTE).

We acknowledge that there are some marginal improvements on magnitude pruning or other forms of weight pruning that may yield better results for some architectures or tasks. For example, Chen et al. (2020) use iterative magnitude pruning with multiple rounds of full training to achieve higher than 40% sparsities without accuracy loss. However, the goal of our work is not necessarily to achieve the largest model size reductions possible, but rather to understand how methods interact; therefore, we think our conclusions on magnitude pruning would hold even with slight modifications to the method.
Figure A2: Accuracy vs. decreasing model size; same as Figure A1, but with the 80% pruning experiments also included (i.e., 20% of weights remaining). There is a large dropoff when 80% of weights are pruned compared to 60%, especially for smaller tasks.