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Abstract

A Multilingual model relies on language encodings to identify input languages because it has to distinguish between the input and output languages or among all the languages for cross-lingual tasks. Furthermore, we find that language encodings potentially refine multiple morphologies of different languages to form a better isomorphic space for multilinguality. To leverage this observation, we present a method to compute a vocabulary-informed language encoding as the language representation, for a required language, considering a local vocabulary covering an acceptable amount of the most frequent word embeddings in this language. In our experiments, our method can consistently improve the performance of multilingual models on unsupervised neural machine translation and cross-lingual embedding.

1 Introduction

With tied weights across required languages, a multilingual model is trained on non-parallel or parallel multilingual corpora. Essentially, language encodings are required for cross-lingual tasks because the multilingual model has to distinguish between the input and output languages or among all the languages generally. We observe that, besides identifications of languages, language encodings can help the model build isomorphic space for multilinguality with the help of shared tokens. Specifically, our hypothesis derives from the decomposition of attention mechanisms (Vania and Lopez, 2017; Luong et al., 2015; Libovický and Helcl, 2017), and we observe explicit alignments and implicit alignments, where explicit alignments are key for language identifications, and implicit alignments promote multilinguality. Furthermore, the implicit alignments are a special case of unsupervised bilingual/multilingual lexical induction, helping multilingual models learn multilingual and cross-lingual knowledge. Our goal is to retain the explicit alignments for language identifications and improve the implicit alignments for multilinguality.

In this work, we render an analysis of the attention mechanism in optimization, and then we find implicit alignments among a language encoding and other language encodings. Stemming from morphology adaptation and the observation, we present a method to compute VLE (Vocabulary-informed Language Encoding) as the required language encodings, for multilingual models. Each required language maintains a local vocabulary covering a subset of the most frequent tokens in this language from the shared vocabulary of the multilingual model. Given one language and its vocabulary, when adapting to the multilingual model, we apply transformation layers to the average of token embeddings in the vocabulary for VLE that can be used in either padding style or adding style. VLE provides language characteristics for language identification and leverages implicit alignments for multilinguality. Eventually, the multilingual model can identify languages and learn better multilinguality with the help of VLE.

2 Related Work and Background

2.1 Language Encoding

Let $E_x$ denotes $x$’s embedding. Given an input sentence $X = \{x_0, ..., x_n\}$ and the language encoding $E_{LT_i}$ both in language Langi, we have: padding style (Johnson et al., 2017): $X_{\text{input}} = \{E_{LT_i}, E_{x_0}, ..., E_{x_n}\}$ and adding style (Lample and Conneau, 2019): $X_{\text{input}} = \{E_{x_0} + E_{LT_i}, ..., E_{x_n} + E_{LT_i}\}$. For notational convenience, we omit some other techniques, e.g., position encodings. Suppose we apply $E_{LT_i}$ in adding style for Transform-based models\(^1\). For predicting $x_i$ in the input sentence, the attention score $e_{i,j} = (E_{x_i} + E_{LT_i})^T W_q W_k (E_{x_j} + E_{LT_i})$ of the first self-attention layer between query vector $q$

\(^1\) For the padding style and other models, it is similar.
and key vector \( k \) within the same sentence can be decomposed as:
\[
e_{i,j} = E^T_{x_i} W_q^T W_k E_{x_j} + E^T_{x_i} W_q^T W_k E_{LT} + E^T_{LT} W_q W_k E_{LT},
\]
where \( W_q \) and \( W_k \) are transformation layers for \( q \) and \( k \) respectively.

### 2.1.1 Explicit and Implicit Alignment

Specifically, multilingual models (Johnson et al., 2017; Devlin et al., 2019; Lample and Conneau, 2019) usually form a vocabulary that covers shared tokens across 1+ languages. Suppose \( x_i \) is shared by \( L_{anq} \) and \( L_{anq} \). In optimization, we have two backward passes from predicting \( x_i \): 1) \( \frac{\partial e_{x_i}}{\partial E_{LT}} \) and 2) \( \frac{\partial e_{x_i}}{\partial E_{LT,i}} \), that \( E_{LT} \) and \( E_{LT,i} \) are aligned to \( x_i \) explicitly. Then, we have the pivoted alignment \( E_{LT} \leftrightarrow E_{x_i} \leftrightarrow E_{LT,i} \). Since \( E_{x_i} \) is a point in the embedding space, \( E_{LT} \leftrightarrow E_{x_i} \leftrightarrow E_{LT,i} \) implies the implicit alignment \( E_{LT} \leftrightarrow E_{LT,i} \).

Meanwhile, we observe that unsupervised methods for word translation or lexical induction (Lample et al., 2018a; Artetxe et al., 2018) leverage similar implicit alignments to refine languages’ morphologies. Concretely, given two subsets of \( N \) and \( M \) in \( L_{anq} \) and \( L_{anq} \) respectively from a shared vocabulary, (Lample et al., 2018a) explore an unsupervised domain-adversarial training (Ganin et al., 2016) for morphology adaptation that \( N \) and \( M \) are not parallel but cover the most frequent words in the two languages respectively. Embeddings in each sub-vocabulary are invariant to a language or a domain and serve as multiple anchors to identify the language and constrain the morphology. Then, the model considers the implicit alignment:
\[
\frac{1}{N} \sum_{n \in N} E_{x_n} \leftrightarrow \frac{1}{M} \sum_{m \in M} E_{x_m}.
\]

In multilingual models, \( E_{LT} \leftrightarrow E_{LT,i} \) could be viewed as a special case of Eq.2, where \( |N| = |M| = 1 \). Empirically, large \( |N| \) and \( |M| \) can help the model build isomorphic spaces (Lample et al., 2018a; Artetxe et al., 2017). Our method derives its motivation from this that vocabularies can be used to generate language encodings, i.e., \( |N|, |M| > 1 \), for improving multilinguality, as the morphology adaptation Eq.2 can be consistently improved by using large \( |N| \) and \( |M| \).

### 3 Our Approach

#### 3.1 VLE

Following the previous idea and our observation, we present a method to generate language encodings from local vocabularies. Concretely, given a fixed size of vocabulary \( V_{oc} \) formed by the monolingual tokens from the monolingual corpora in \( L_{anq} \), VLE (vocabulary-informed language encoding) for \( L_{anq} \) is defined as:
\[
E_{V_{oc}} = 1 \sum_{i \in V_{oc}} \sum_{j \in V_{oc}}, \quad E_{V_{oc}} = \sigma(W_i E_{V_{oc}}) \odot E_{V_{oc}},
\]

where \( V_{oc} \) is a local vocabulary for \( L_{anq} \) and \( W_i \in \mathbb{R}^{d \times d} \). We introduce \( E_{V_{oc}} \) to the multilingual model for the identification of \( L_{anq} \) in either padding style or adding style. Then, any two \( E_{V_{oc}} \) and \( E_{V_{oc}} \) can have the implicit alignment: \( E_{V_{oc}} \leftrightarrow E_{V_{oc}} \). Since both \( |V_{oc}| > 1 \) and \( |V_{oc}| > 1 \), \( E_{V_{oc}} \leftrightarrow E_{V_{oc}} \) leverages the morphology adaptation Eq.2 (\( |N|, |M| > 1 \)) for refining the morphologies of the languages to consistently improve isomorphic spaces. In our experiment, we justify this hypothesis on a cross-lingual embedding task and provide a t-SNE visualization (Van Der Maaten and Hinton, 2008) to show the improvement of aligning token pairs in two languages.

Meanwhile, \( E_{V_{oc}} \) has to be able to represent the language. The backend of identification relies on the language characteristics from embeddings. Intuitively, the employment of \( |V_{oc}| \) provides some information for approximation, and then \( E_{V_{oc}} \) gives the model global information (Shah and Barber, 2018; Ai and Fang, 2021a) covering language characteristics. Following this intuition, any method extracting common language characteristics from embeddings is feasible. In our preliminary experiments, we find that \( E_{V_{oc}} \) could be obtained by applying a very shallow network to the average of the token embeddings in its vocabulary. In this work, we instantiate the model with feature contributions. Specifically, \( \sigma \) yields a probability of each embedding feature for language characteristics, i.e., contributions for language characteristics, similar to (Ai and Fang, 2021b) that uses \( \sigma \) to generate probabilities over vector elements. Statistics in §Experiment show some embedding features are significant to language characteristics with very high probabilities (≈ 1).
3.2 Formation of $V_{oc_l}$

To find a local $V_{oc_l}$ for a required language from the shared vocabulary, we calculate the most frequent tokens in the monolingual corpora of this language and select a subset of Top-K tokens. However, some of the most frequent tokens are multilingual, which are shared by 1+ languages, i.e., numbers. Essentially, our $V_{oc_l}$ is expected to represent the language with less ambiguity. Inspired by (Wang et al., 2020), we score all the tokens with:

$$m(x) = \frac{C_l(x)}{C_{\neq l}(x)},$$  \hspace{1cm} (4)$$

where $C_l(x)$ and $C_{\neq l}(x)$ are the count of $x$ in the monolingual corpora of $Lang_l$ and other languages’ corpora respectively. Intuitively, $m(x)$ measures how monolingual $x$ is, i.e., $x_i$ with a high score is more monolingual than $x_j$ with a low score. After scoring, we select tokens with the highest scores for $V_{oc_l}$. Note that, if we consider language families, this scoring criterion is essential for our method. Specifically, some languages are closely related with lots of shared tokens in the vocabulary such as Spanish and Portuguese. The scoring method significantly mitigates the pain because $V_{oc_l}$ covers frequent tokens that appear most likely in $Lang_l$. On the other hand, for dissimilar languages with a minimum amount of shared tokens in the vocabulary, e.g., only sharing numbers, $V_{oc_l}$ is formed by frequent tokens that appear only in $Lang_l$.

3.3 Analysis and Discussion

Size of $K$ The size of $V_{oc_l}$ is significant in practice. If $K$ is too large (e.g., 10,000), it may cause memory problems on mediocre machines, then terminating training and inferring. However, too small $K$ (e.g., 10) may not be able to approximate language information. Our empirical study shows that median $K$ (e.g., 100) can facilitate training and substantially improve experimental results.

Impact of Tokenization Method We are interested in how the tokenization method impact the performance because it potentially affects the formation of the shared vocabulary and then $V_{oc_l}$. Different tokenization methods may result in different vocabulary and $V_{oc_l}$, e.g., BPE (Sennrich et al., 2016b) and word-level. However, we are aware that the impact is relevantly small given that: 1) tokens of non-standard words could be monolingual and can be used for $V_{oc_l}$; 2) tokens in $V_{oc_l}$ for VLE do not necessarily have meaningful semantics because they work like anchors of languages’s subspaces in the embedding space.

**Efficiency** Efficiency can be evaluated from two aspects: 1) training and 2) inferring. Since $V_{oc_l}$ is fixed for $Lang_l$, the only degradation of training efficiency comes from the dynamic computation of the average operation, the lookup operation, and the transformation, which are all fast. In inferring, $E_{V_l}$ is a constant vector for a required language, which do not hurt inferring efficiency.

4 Experiment

Our code is implemented on Tensorflow 2.2 (Abadi et al., 2016) with 2 NVIDIA Titan Xp 12G GPUs. We accumulate gradients of 2 mini-batches per pre-training step. Since we have only 2 GPUs, this operation emulates 4 GPUs. All the links of datasets, libraries, scripts, and tools marked with $\diamond$ are listed in ¶Appendix. A preview version of the code is submitted, and we open the source code on GitHub.

4.1 Multilingual Task

See ¶Appendix for more details.

**Unsupervised Neural Machine Translation** UNMT (Lample and Conneau, 2019; Lample et al., 2018b; Song et al., 2019; Liu et al., 2020) tackles bilingual translation (Bahdanau et al., 2015; Vaswani et al., 2017) on non-parallel bilingual corpora without having access to any parallel sentence.

**Cross-lingual Embedding** Recall that we derive VLE from the study of domain adaptation in unsupervised word translation or lexical induction (Eq.2). To further investigate whether VLE improves the agnostic process of forming the isomorphic space, we test the MUSE task (Lample et al., 2018a) with the provided test set and tools, which is used to evaluate cross-lingual embedding similarities. This test can quantitatively report how VLE refines and improves the morphologies to overlap each other for forming the isomorphic space.

4.2 Multilingual Framework

We adapt our method to XLM (Lample and Conneau, 2019) and MASS (Song et al., 2019) that can be used to pre-train a multilingual model with the objective of MLM (masked language modeling) (Devlin et al., 2019) or train the multilingual model for multilingual tasks from scratch or pre-training. All these frameworks need language encodings to recognize and flag the required languages.
4.3 Adaptation with VLE

Besides using the same frameworks, datasets and configurations, to minimize the changes for comparison, we only replace language encodings with our VLE and use the same styles (padding or adding) as the baseline models use. For all the tasks and frameworks, we apply our scoring method (Eq. 4) and select tokens in the model’s vocabulary with the highest $K = 100$ scores to form $V_{oc}$ for every language, i.e., $|V_{oc}| = 100$. See §Appendix for discussion about the size of $|V_{oc}|$.

4.4 UNMT

See §Appendix for more details.

**Dataset** For evaluation, we train UNMT on the same dataset used in previous works. We use monolingual corpora $\{Fr, De, En\}$ from WMT 2018$^\circ$ including all available NewsCrawl datasets from 2007 through 2017 and monolingual corpora $Ro$ from WMT 2016$^\circ$ including NewsCrawl 2016. We test $Fr \leftrightarrow En$ on newstest2014 and $\{De, Ro\} \leftrightarrow En$ on newstest2016. For any language pairs $En \leftrightarrow X$, we concatenate their monolingual corpora and then shuffle the concatenated corpus. Note that, since $Ro$ is low-resource, we oversample $Ro$ in pre-training and training.

**Model Configuration and Preprocessing** The model configuration, preprocessing, and the BLEU script are identical to previous works: XLt and MASS. Concretely, we use a 6-layer encoder and 6-layer decoder Transformer, and the dimensions of word embeddings, hidden states, and filter sizes are 1024, 1024, and 4096 respectively. All the weights and lookup tables are shared by all the required languages. We run fastBPE to learn shared 60K BPE from multilingual corpora required by the multilingual model. The sampling strategy is the same as the balanced strategy presented by (Lample and Conneau, 2019). We report case-sensitive BLEU computed by the multi-bleu script $^\circ$.

4.5 Pre-training & Training

In pre-training, we use Adam optimizer (Kingma and Ba, 2015) with $\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1e^{-8}$, and $lr = 1e^{-4}$. The model is pre-trained around 400K iterations. Although pre-training is important for high-performance UNMT, we also test random UNMT without pre-training to observe the lower bound and how our VLE works alone, using the MASS framework in training. In the training phase, we use Adam optimizer (Kingma and Ba, 2015) with parameters $\beta_1 = 0.9, \beta_2 = 0.997$ and $\epsilon = 10^{-9}$, and a dynamic learning rate with $warm_{up} = 8000$ (Vaswani et al., 2017) (learning_rate $\in (0, 7e^{-4})$) is employed. After around 400K iterations, we report results.

**Performance** Table 1 shows that our method can consistently improve the performance of baseline models on UNMT tasks, which confirms the effectiveness of our method. We observe that our method works better for low-resource $Ro$ than for rich-resource $\{De, Fr\}$ (4% vs. 3%). As presented in Random, the effectiveness of our method is not from pre-training because random UNMT trained from scratch is significantly improved by using our method. Intuitively, our VLE carries multiple embeddings for morphology adaptation (recall Eq.2) that help the model understand multilinguality and cross-linguality from the isomorphic space in pre-training and training as previous works (Lample et al., 2018b; Ai and Fang, 2021b) report the effectiveness of aligning selected embeddings in UNMT. Eventually, it helps the model to learn translation knowledge. Essentially, morphology adaptation is very useful for low-resource languages.

4.6 Cross-lingual Embedding

We evaluate cross-lingual word similarities on $En \leftrightarrow De$. For our test, we use XLM and MASS that are restored by their last checkpoint of pre-training on monolingual corpora in $\{German, English\}$ from the experiments of UNMT respectively. After restoration, we extract token embeddings required by the test set via lookup tables. For words split into 2+ sub-tokens, we average all the sub-tokens. We evalu-
Table 1: Performance of UNMT. All the baseline models are reimplemented with our configurations. Random denotes the model without any pre-training.

<table>
<thead>
<tr>
<th>Model</th>
<th>$De \leftrightarrow En$</th>
<th>$Fr \leftrightarrow En$</th>
<th>$Ro \leftrightarrow En$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random adding style</td>
<td>20.99</td>
<td>17.12</td>
<td></td>
</tr>
<tr>
<td>+ Ours</td>
<td>23.36</td>
<td>19.71</td>
<td></td>
</tr>
<tr>
<td>Random padding style</td>
<td>20.86</td>
<td>17.08</td>
<td></td>
</tr>
<tr>
<td>+ Ours</td>
<td>23.15</td>
<td>19.48</td>
<td></td>
</tr>
<tr>
<td>XLM adding style (Lample and Conneau, 2019)</td>
<td>33.81</td>
<td>26.32</td>
<td>32.87 32.94    31.12 32.81</td>
</tr>
<tr>
<td>+ Ours</td>
<td>34.88</td>
<td>27.20</td>
<td>34.01 34.13    32.59 34.24</td>
</tr>
<tr>
<td>MASS adding style (Song et al., 2019)</td>
<td>34.91</td>
<td>28.03</td>
<td>34.42 37.02    32.75 34.82</td>
</tr>
<tr>
<td>+ Ours</td>
<td>35.82</td>
<td>28.51</td>
<td>35.12 37.81    34.16 36.11</td>
</tr>
</tbody>
</table>

Table 2: Performance on MUSE task. All the baseline models are reimplemented with our configurations.

<table>
<thead>
<tr>
<th>Model</th>
<th>MUSE (cos)</th>
</tr>
</thead>
<tbody>
<tr>
<td>XLM (Lample and Conneau, 2019)</td>
<td>0.53</td>
</tr>
<tr>
<td>+VLE</td>
<td>0.56</td>
</tr>
<tr>
<td>MASS (Song et al., 2019)</td>
<td>0.55</td>
</tr>
<tr>
<td>+VLE</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Figure 2: Contribution of each embedding feature for language characteristics (Eq.3).

4.8 Supportive Experiment

We analyze VLE on the size of $|Voc|$, the impact of tokenization methods, and efficiency, reporting experimental results in §Appendix.

5 Conclusion

In this work, we present a method to generate VLE, a vocabulary-informed language encoding for the identification of a required language in multilingual models. We consider a frequency-based and local vocabulary for every language. For a required language, the required language encoding is obtained by applying transformation layers to the average of the token embeddings in its vocabulary. In our experiments, VLE shows effectiveness on UNMT and cross-lingual embedding tasks and is possible to improve language adaptation and multilinguality because VLE can refine the morphologies of the languages to improve the isomorphic space. Our method is simple but effective and compatible with any other extension for multilingual models.
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We use Adam optimizer (Kingma and Ba, 2015) with $\beta_1 = 0.9, \beta_2 = 0.999, \epsilon = 1e^{-8}$, and $lr = 1e^{-4}$. We set the dropout regularization with a drop rate $rate = 0.1$ and label smoothing with $gamma = 0.1$ (Mezzini, 2018). For data feeding efficiency, similar-length sentences are padded to the same length, so that each mini-batch may have a different number of sentences but the same number of tokens. We pre-train the model around 400K iterations. Although pre-training is important for high-performance UNMT, we also test random UNMT without pre-training to observe
the lower bound and how our VLE works alone, using the MASS framework in training. In the training phase, we use Adam optimizer (Kingma and Ba, 2015) with parameters $\beta_1 = 0.9, \beta_2 = 0.997$ and $\epsilon = 10^{-9}$, and a dynamic learning rate with $\text{learning\_up} = 8000$ (Vaswani et al., 2017) ($\text{learning\_rate} \in (0, 7e^{-4}]$) is employed. We set dropout regularization with a drop rate $rate = 0.1$ and label smoothing with $\text{gamma} = 0.1$. We feed $\approx 2K$ tokens per mini-batch. After around 400K iterations, we report case-sensitive BLEU computed by multi-BLEU.perl.

We consider the same dataset used in previous works. Specifically, we first retrieve monolingual corpora $\{\text{Fr, De, En}\}$ from WMT 2018 (Bojar et al., 2018) including all available NewsCrawl datasets from 2007 through 2017 and monolingual corpora Ro from WMT 2016 (Bojar et al., 2016) including NewsCrawl 2016. We report the performance for $\text{Fr} \leftrightarrow \text{En}$ on newstest2014 and $\{\text{De, Ro}\} \leftrightarrow \text{En}$ on newstest2016. For tokenization, we use the Moses tokenizer developed by (Koehn et al., 2007). We use fastBPE to learn shared 60k BPE (Sennrich et al., 2016b) with the same criteria in (Lample and Conneau, 2019).

In the pre-training phase, UNMT is trained on monolingual corpora with the objective of MLM (masked language modeling) for the two languages. Then, in the training phase, on-the-fly back-translation (Sennrich et al., 2016a) performs to generate synthetic parallel sentences that can be used for training of translation as NMT (neural machine translation) is trained on genuine parallel sentences in a supervised manner. Meanwhile, UNMT still learns the MLM objective to maintain language knowledge in the training phase.

## B Supportive Result

### B.1 Impact of $|Voc_l|$ Size

We use $K = 100$ as the default $|Voc_l|$ for every language. In Table 3, we study the impact of $|Voc_l|$ and borrow all of the XLM configurations we use in the UNMT task. Ideally, a large $|Voc_l|$ (a significant amount of frequent tokens) can properly represent the language. However, we find a median size ($<200$) is enough to achieve a decent result with minimum extra costs. Larger size can achieve slightly better performance, but the computational cost is not practical, as discussed in §Size of $K$. In conclusion, we recommend a median size ($<200$) or a finetuned size.

### B.2 Impact of Tokenization Method

We are interested in how the tokenization method affects the performance because it potentially affects the formation of $Voc_l$. For evaluation, we use all the configurations in UNMT and additionally configure a word-level vocabulary for the model. The word-level vocabulary has the same number of tokens as the BPE vocabulary. Table 4 shows that our method can work with different tokenization methods. Our method can generally improve the performance, regardless of the difference between the two baseline models in the same configuration.

### B.3 Training Efficiency

In inferring, VLE computes constant vectors for all the required languages, which do not hurt inferring efficiency. Hence, we are interested in training efficiency because we introduce some additional operations to the model. Table 5 indicates that our method does not hurt training efficiency significantly, which is crucial in applications.

## C Source

We list all the links of dataset, tools, and other sources in Table 6.
<table>
<thead>
<tr>
<th>Item</th>
<th>Links</th>
</tr>
</thead>
<tbody>
<tr>
<td>WMT 2016</td>
<td><a href="http://www.statmt.org/wmt16/translation-task.html">http://www.statmt.org/wmt16/translation-task.html</a></td>
</tr>
<tr>
<td>WMT 2018</td>
<td><a href="http://www.statmt.org/wmt18/translation-task.html">http://www.statmt.org/wmt18/translation-task.html</a></td>
</tr>
<tr>
<td>XLM</td>
<td><a href="https://github.com/facebookresearch/XLM">https://github.com/facebookresearch/XLM</a></td>
</tr>
<tr>
<td>fastBPE</td>
<td><a href="https://github.com/glample/fastBPE">https://github.com/glample/fastBPE</a></td>
</tr>
<tr>
<td>MUSE</td>
<td><a href="https://github.com/facebookresearch/MUSE">https://github.com/facebookresearch/MUSE</a></td>
</tr>
<tr>
<td>Panlex</td>
<td><a href="https://panlex.org/source-list/">https://panlex.org/source-list/</a></td>
</tr>
<tr>
<td>Tensor2Tensor</td>
<td><a href="https://github.com/tensorflow">https://github.com/tensorflow</a></td>
</tr>
<tr>
<td>HuggingFace</td>
<td><a href="https://huggingface.co">https://huggingface.co</a></td>
</tr>
</tbody>
</table>

Table 6: Links of source.