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Abstract

Emotion Recognition in Conversation (ERC) has attracted increasing attention in the affective computing research field. Previous works have mainly focused on modeling the semantic interactions in the dialogue and implicitly inferring the evolution of the speakers’ emotional states. Few works have considered the emotional interactions, which directly reflect the emotional evolution of speakers in the dialogue. According to psychological and behavioral studies, the emotional inertia and emotional stimulus are important factors that affect the speaker’s emotional state in conversations. In this work, we propose a novel Dialogue Emotion Interaction Network, DialogueEIN, to explicitly model the intra-speaker, inter-speaker, global and local emotional interactions to respectively simulate the emotional inertia, emotional stimulus, global and local emotional evolution in dialogues. Extensive experiments on four ERC benchmark datasets, IEMOCAP, MELD, EmoryNLP and DailyDialog, show that our proposed DialogueEIN considering emotional interaction factors can achieve superior or competitive performance compared to state-of-the-art methods. Our codes and models are released¹.

1 Introduction

Emotion Recognition in Conversation (ERC), aiming to recognize the emotional status of each utterance in a conversation, has attracted increasing research attention in recent years. It has rich application potentials in emotional support, mental health, and legal trials etc (Poria et al., 2019).

Unlike traditional emotion recognition based on isolated utterances, conversation context modeling is very important for the ERC task (Poria et al., 2019). Different approaches have been proposed to model the context of a conversation. For example, CMN (Hazarika et al., 2018b) and ICON (Hazarika et al., 2018a) use speaker-specific and global recurrent networks to model the semantic context in a dialogue, and multi-hop memory networks are used to generate the summaries for prediction. DialogueGCN (Ghosal et al.) models the speaker-specific semantic interaction via designing different relations based on graph networks. DialogXL (Shen et al., 2020) utilizes the dialog-aware self-attention mechanism in a transformer structure to capture intra- and inter-speaker dependencies. These works only focus on modeling the dialogue semantic context. Recently, some works have considered the dialogue emotional evolution and proposed several methods to model the emotional context. DialogueRNN (Majumder et al., 2019) and

Figure 1: Illustration of emotional interaction in an example dialogue from the IEMOCAP dataset. The grey arrow line indicates that the speaker’s emotional state remains unchanged, and the orange arrow line indicates that the speaker is stimulated and the emotion changes, corresponding to emotional inertia and emotional stimulus respectively.
COSMIC (Ghosal et al., 2020) use separate GRUs to model global and speaker-specific semantic context and utilize another GRU to track the evolution of global emotional states. CESTa (Wang et al., 2020) adopts the Conditional Random Field (CRF) to learn the global emotional consistency in the conversation. IEIN (Lu et al., 2020) proposes to model the global emotion interaction with emotion embeddings and an RNN-based iterative structure. However, these works only consider modeling the global emotional evolution, while ignoring the important speaker-aware emotional dependencies related to emotional inertia and emotional stimulus.

According to psychological and behavioral studies, emotional inertia and emotional stimulus are important factors that affect the speaker’s emotional state in dialogues. Emotional inertia (Kuppens et al., 2010; Koval et al., 2015) means that in the absence of sufficient external stimulus, the speaker tends to keep the emotional state unchanged within a dialogue. Emotional stimulus refers to another phenomenon in which a subject’s emotion can be aroused and affected by external events which can be words, facial expression, speech intonation or even emotions of the interlocutor (Brosch et al., 2010). Figure 1 illustrates the emotional inertia and emotional stimulus in an example. In this dialogue, the female speaker feels sad at the beginning because of some misunderstanding, but as the misunderstanding is resolved, both speakers appear to be happy. In the first two turns of the dialogue, the emotional states of the male and female speakers remain unchanged (emotional inertia). However, after listening to the explanation, the male speaker shows happiness, and his emotional change stimulates the female speaker to become happy as well (emotional stimulus). We simply call such emotional inertia and emotional stimulus information as the emotional interaction context in the dialogue, which measures how a person’s emotion affects his own or his interlocutor’s emotion.

In this paper, we propose a novel Dialogue Emotion Interaction Network (DialogueEIN), to explicitly model the emotional interaction context in conversations for ERC tasks. DialogueEIN mainly consists of a semantic interaction network and an emotional interaction network, where the former aims to capture dialog-level semantic context representations based on a transformer structure, and the latter aims to model the emotional interaction context including intra-speaker emotional inertia, inter-speaker emotional stimulus, global- and local emotional interactions through four corresponding types of dialog-aware self-attention mechanism respectively. We carry out experiments on four ERC benchmark datasets, including IEMOCAP, MELD, EmoryNLP and DailyDialog. The experiment results show that our proposed DialogueEIN achieves state-of-the-art performance on all datasets, which indicates that emotional interactions (such as emotional inertia and emotional stimulus) are important for tracking speakers’ emotional evolution in conversations.

The main contributions of this work include:

- We propose the Dialogue Emotion Interaction Network DialogueEIN, to explicitly model the emotional interaction context for ERC tasks.
- We design an Emotional Interaction Network for modeling the self emotional inertia, interlocutor’s emotional stimulus, global and local evolution of emotional states.
- Extensive experimental results show that our proposed DialogueEIN achieves the state-of-the-art performance on different benchmark datasets.

2 Related Work

Emotion Recognition in Conversation

Emotion recognition in conversation has attracted much attention in recent years. There have emerged a number of public emotional dialogue datasets, including IEMOCAP (Busso et al., 2008), MELD (Poria et al., 2018), EmoryNLP (Zahiri and Choi, 2018), DailyDialog (Li et al., 2017) etc.

Different approaches for the ERC task have been proposed as well. Most recent works focus on modeling contextual information in the conversation with different structures. C-LSTM (Poria et al., 2017) uses an simple LSTM-based model to encode the global context in a conversation. CMN (Hazarika et al., 2018b) and ICON (Hazarika et al., 2018a) propose structures based on the gated recurrent unit (GRU) and the memory network to capture both global and speaker-specific context information. DialogueGCN (Ghosal et al.) constructs a graph regarding to both temporal and speaker-aware relationship in the dialogue and model the semantic interactions with a relation-aware graph-based network. DAG-ERC (Shen et al., 2021)
con structs a directed acyclic graph and utilizes a graph-based network to model the information flow in the conversation chronologically, which combine the strengths of conventional graph-based and recurrence-based neural models. DialogueXL (Shen et al., 2020) uses an XLNet-based structure, improves memory mechanisms of XLNet and proposes four kinds of dialog-aware attention mechanism to encode corresponding semantic context information in the dialogue.

Above mentioned approaches only focus on modeling the semantic context in the conversation, while some other works consider the emotional context and model the global evolution of emotion states with different methods. DialogueRNN (Majumder et al., 2019) employs several GRUs to track the evolution of different states in the dialogue, including the global emotional state. COSMIC (Ghosal et al., 2020) uses a similar structure to track more kinds of dialog-aware states and introduces external commonsense knowledge to improve the performance. CESTa (Wang et al., 2020) introduces Conditional Random Field (CRF) to learn the emotional consistency in the dialogue. IEIN (Lu et al., 2020) utilizes emotion embeddings and an RNN-based interactive structure to model the global emotion interaction in the conversation.

Our framework is closely related to DialogueXL and IEIN, where DialogueXL proposes to model speaker-aware context information with attention mechanism, and IEIN proposes to model global emotion interaction based on emotion embeddings. DialogueEIN differs from them from the following two aspects: (1) DialogueXL uses speaker-aware attention to model the fine-grained word-level semantic interactions, whereas DialogueEIN focuses on modeling the utterance-level speaker-aware emotional interactions, which explicitly tracks the emotion evolution in the conversation rather than the semantic context. (2) IEIN only considers the global emotional dependencies in the conversation, but ignores the emotional inertia of speakers themselves and the emotional stimulus between interlocutors, whereas DialogueEIN models these two types of speaker-aware emotional interaction explicitly.

**Label Embeddings**

The label embeddings are embedding vectors which are trained to learn the latent knowledge about the label categories in classification tasks. They can be considered as the representations of label categories, where each label embedding vector represents one output label category.

The idea of label embeddings has been widely used in various tasks, including multi-class classification (Bengio et al., 2010), zero-shot learning (Larochelle et al., 2008), text classification (Tang et al., 2015) and sequence labeling (Cui and Zhang, 2019). Cui and Zhang (2019) employs label embeddings and builds a hierarchical label attention network to model the dependencies between output labels for sequence labeling task. Lu et al. (2020) introduces the idea of label embeddings into ERC task to learn the knowledge about emotion labels and model the global emotional interaction. Inspired by these works, we employ label embeddings in our proposed DialogueEIN as well to represent different emotion categories, which is called emotion embeddings.

**3 Method**

**3.1 Problem Definition**

A dialogue can be defined as a sequence of utterances, \( \{u_1, u_2, \ldots, u_N\} \), where \( N \) is the total number of utterances. Each utterance \( u_j \) contains \( n_j \) words, \( \{w_{j1}, w_{j2}, \ldots, w_{jn_j}\} \), and uttered by speaker \( p(u_j) \), where \( p \) is a mapping from utterances to corresponding speakers. Each utterance is labeled with a type of emotion \( y_j \), the task is to predict the emotion label of each utterance in a dialogue.

Figure 2 illustrates the overall framework of our proposed DialogueEIN, which consists of four key components: Utterance-level Feature Extraction, Semantic Interaction Network, Emotional Interaction Network and Emotion Classification.

**3.2 Utterance-level Feature Extraction**

We employ a pre-trained RoBERTa (Liu et al., 2019) model to extract utterance-level features. Each utterance \( u_j \) is padded with a special token [CLS] and fed into the RoBERTa model:

\[
X_j = \text{RoBERTa}([\text{CLS}], w_{j1}, w_{j2}, \ldots, w_{jn_j})
\]  

where \( X_j \in \mathbb{R}^{(n_j+1) \times d_b} \) is the output of the last hidden layer of the RoBERTa model and \( d_b \) is the hidden size of the RoBERTa model. We take the hidden state at the [CLS] position of \( X_j \) and pass it into a linear layer to get the utterance-level feature representation of \( u_j \), which is formulated as follows:

\[
x_j = W_x X_{j,0} + b_u
\]
where $W_u \in \mathbb{R}^{d_b \times d_u}$, $b_u \in \mathbb{R}^{d_u}$ are learnable parameters and $d_u$ is the dimension of utterance-level feature representations. $x_j$ is the utterance-level feature representation of $u_j$.

### 3.3 Semantic Interaction Network

Since the semantics of each utterance is naturally influenced by other utterances in the dialogue, it is necessary to capture global semantic interaction context of a dialogue. Specifically, in the semantic interaction network, we employ a Transformer (Vaswani et al., 2017) encoder to model semantic interaction in a dialogue.

Given the feature representations of utterances in the dialogue $[x_1, x_2, ..., x_N]$, they are added with a Sinusoidal Position Encoding and then fed into the Transformer encoder. The overall semantic interaction network can be formulated as follows:

$$h^0 = [x_1, x_2, ..., x_N] + \text{PosEnc}(0:N)$$

$$h^s = \text{TRMEncoder}(h^0)$$

where $\text{TRMEncoder}$ denotes the transformer encoder model, $h^s$ is the semantic feature representation of the dialogue, which contains the global semantic context information in the dialogue.

### 3.4 Emotional Interaction Network

As mentioned in the introduction, we believe that emotional interaction context, including emotional inertia and emotional stimulus, can benefit the emotion recognition in conversation. We propose an Emotional Interaction Network to model this kind of emotional interaction context, which contains an Emotional Tendency Encoder and an Emotional Interaction Module. Specifically, the Emotional Tendency Encoder can encode the emotional representation of each utterance, which reflects its emotional tendency. Based on these emotional representations, the Emotional Interaction Module models the emotional interactions.

#### 3.4.1 Emotional Tendency Encoder

Inspired by Cui and Zhang (2019) and (Lu et al., 2020), we use emotion embeddings to represent candidate emotion categories and employ a multi-head attention module to capture the emotional tendency of each utterance.

Given the set of candidate emotion labels $L = \{l_1, l_2, ..., l_{|L|}\}$, each label is represented with an embedding:

$$e_i = E^l(l_i)$$

where $E^l$ denotes the emotion embedding lookup table and $e^l$ denotes the embedding of the $i$-th emotion category. As is shown in the structure of Emotional Embeddings in Figure 2, the circles with different colors represent the embeddings of different emotion categories (e.g. happy, sad, anger). These embeddings are initialized randomly and tuned during the model training to learn the latent knowledge about corresponding emotion categories, and can be regarded as the representations of them. The dimension of emotion embeddings is the same as the utterance-level representation, i.e., $e_i \in \mathbb{R}^{d_u}$. 

![Diagram of DialogueEIN framework](image-url)
We propose an attention-based module, Emotional Interaction Module, to model the emotional interactions in the conversation. Inspired by (Shen et al., 2020), in order to capture different dependencies and interactions in the conversation, we apply different attention masks to the Emotional Interaction Module.

Specifically, there are four types of attention mechanism employed, including intra-speaker, inter-speaker, global and local attention, which model the emotional inertia of speakers, the emotional stimulus between interlocutors, the global and local emotional evolution in the dialogue, respectively. The emotional interaction module is formulated as follows:

\[ h^e = \text{MHA}(h^s, e, e) + h^s \]  \hspace{1cm} (6)

Specifically, the multi-head attention module is formulated as:

\[ A(Q, K, V, M) = \text{softmax}\left(\frac{QR^T}{\sqrt{d_h}} + M\right)V \]  \hspace{1cm} (7)

\[ \text{MHA}(Q, K, V, M) = \text{Concat}(\text{head}_1, ..., \text{head}_n)W^O \]  \hspace{1cm} (8)

\[ \text{head}_i = A(QW^Q_i, KW^K_i, VW^K_i, M) \]  \hspace{1cm} (9)

where \( d_h \) denotes the dimension of each attention head, \( n \) denotes the number of attention heads, \( M \) denotes an attention mask matrix whose elements take value from \( \{0, -\infty\} \), and \( W^Q, W^K, W^V \) are trainable parameters. The mask matrix \( M \) is set to a null matrix by default.

Since \( h^e \) is the result of linear transformations and linear combinations of emotion representations, it contains the explicit emotional information regarding to each utterance and can indicate the emotional tendencies of utterances explicitly. In addition, a residual connection from \( h^s \) is added to \( h^e \), which means \( h^e \) can not only represent the emotional tendency of each utterance, but also carry the semantic information.

### 3.4.2 Emotional Interaction Module

We propose an attention-based module, Emotional Interaction Module, to model the emotional interactions in the conversation. Inspired by (Shen et al., 2020), in order to capture different dependencies and interactions in the conversation, we apply different attention masks to the Emotional Interaction Module.

Specifically, there are four types of attention mechanism employed, including intra-speaker, inter-speaker, global and local attention, which model the emotional inertia of speakers, the emotional stimulus between interlocutors, the global and local emotional evolution in the dialogue, respectively. The emotional interaction module is formulated as follows:

\[ h^{ei} = \text{Concat}\{\text{MHA}_{EI}(h^e, h^e, h^e, m) | m \in M\} \]  \hspace{1cm} (10)

\[ h^a = \text{LayerNorm}(h^{ei}W^a + b_a + h^s) \]  \hspace{1cm} (11)

where \( M = \{m^\text{global}, m^\text{local}, m^\text{intra}, m^\text{inter}\} \) denotes global, local, intra-speaker and inter-speaker attention mask respectively, \( \text{MHA}_{EI} \) denotes a multi-head attention module, \( W^a \) and \( b_a \) are trainable parameters.

The formulations and introductions of the four types of self-attention masks are shown as follows:

1. **Global Attention Mask**: It works the same as the original self-attention mechanism, where each utterance attends to all the utterances in the conversation. Global attention mask is formulated as follows:

\[ m^\text{global}_{i,j} = 0 \]  \hspace{1cm} (12)

2. **Local Attention Mask**: Each utterance attends to the adjacent utterances within a local window around it. Local attention mask is formulated as follows:

\[ m^\text{local}_{i,j} = \begin{cases} 0, & \text{if } |i - j| < w/2 \\ -\infty, & \text{otherwise} \end{cases} \]  \hspace{1cm} (13)

where \( w \) is the window size.

3. **Intra-speaker Attention Mask**: Each utterance from one speaker only attends to the utterances from the same speaker. Intra-speaker attention mechanism aggregates the emotional state information from each speaker themselves in the dialogue, which models the emotional inertia of them. Intra-speaker attention mask is formulated as follows:

\[ m^\text{intra}_{i,j} = \begin{cases} 0, & \text{if } p(u_i) = p(u_j) \\ -\infty, & \text{otherwise} \end{cases} \]  \hspace{1cm} (14)

4. **Inter-speaker Attention Mask**: Each utterance from one speaker only attends to the utterances from their interlocutors, contrary to intra-speaker attention. For each speaker’s utterance, Inter-speaker attention mechanism aggregates the emotional state information from the interlocutors in the dialogue, which models the emotional stimulus between the speaker and the interlocutors. Inter-speaker attention mask can be formulated as follows:

\[ m^\text{inter}_{i,j} = \begin{cases} 0, & \text{if } p(u_i) \neq p(u_j) \text{ or } i = j \\ -\infty, & \text{otherwise} \end{cases} \]  \hspace{1cm} (15)
We carry out evaluations on four ERC benchmark datasets. The distribution of samples in training set, validation set and testing set of these datasets is presented in Table 1. Since IEMOCAP dataset has no validation set, following Shen et al. (2020), we retain the last 20 dialogues in the training set as validation.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>dialogues</th>
<th>utterances</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>train</td>
<td>val</td>
</tr>
<tr>
<td>IEMOCAP</td>
<td>100</td>
<td>20</td>
</tr>
<tr>
<td>MELD</td>
<td>1038</td>
<td>114</td>
</tr>
<tr>
<td>EmoryNLP</td>
<td>713</td>
<td>99</td>
</tr>
<tr>
<td>DailyDialog</td>
<td>11118</td>
<td>1000</td>
</tr>
</tbody>
</table>

Table 1: Data distribution of the four datasets.

### 3.5 Emotion Classification

In order to match the emotion embeddings with corresponding emotion categories, we employ an attention module as the classifier. Given the final representation of utterances \( h^c \) and emotion embeddings \( e = [e_1, e_2, ..., e_{|L|}] \), the emotion classifier is formulated as follows:

\[
P_j = \text{softmax}(e^T W^c h^a) \tag{16}
\]

\[
\hat{y}_i = \arg\max_j(P_{i,|L|,j}) \tag{17}
\]

where \( P_j \in \mathbb{R}^{|L| \times N} \) is the attention weights, \( W^c \) is the learnable parameter and \( \hat{y}_i \) is the prediction of the \( j \)-th utterance. We regard the attention weights \( P_j \) as the predicted probability distribution of emotion labels and directly make predictions based on it. Thus, an utterance with higher attention weight to the emotion embedding vector \( e_j \) is more likely to be classified as emotion label \( l \), which ensures the matching of emotion embeddings and emotion categories.

Cross-entropy loss is used for model training:

\[
L = -\frac{1}{\sum_{k=1}^{T} N(k)} \sum_{i=1}^{T} \sum_{j=1}^{N(i)} \log P_{i,j}[y_i,j] \tag{18}
\]

where \( T \) is the total number of dialogues, \( N(i) \) is the number of utterances in dialogue \( i \), \( y_{i,j} \) and \( P_{i,j} \) denote the expected emotion label and the probability distribution of predicted emotion labels of the \( j \)-th utterance in dialogue \( i \) respectively.

### 4 Experiments

#### 4.1 Datasets

We carry out evaluations on four ERC benchmark datasets. The distribution of samples in training set, validation set and testing set of these datasets is presented in Table 1. Since IEMOCAP dataset has no validation set, following Shen et al. (2020), we retain the last 20 dialogues in the training set as validation.

**IEMOCAP:** The dataset (Busso et al., 2008) contains 151 two-way conversations from ten speakers in a normal or improvisational way given certain scripts. Each utterance is annotated with an emotion label from six classes, including happy, sad, neutral, angry, excited and frustrated.

**MELD:** The dataset (Poria et al., 2018) contains multi-modal and multi-speaker conversational dialogues from the TV show *Friends*. There are usually three or more speakers in a single conversation. Each utterance is annotated with an emotion label from seven classes, including anger, disgust, fear, joy, neutral, sadness and surprise.

**EmoryNLP:** The dataset (Zahiri and Choi, 2018) is another corpus collected from the TV show *Friends*, which also usually contains more than two speakers in a conversation. Each utterance is annotated with an emotion label from seven classes, including neutral, sad, mad, scared, powerful, peaceful and joyful.

**DailyDialog:** The dataset (Li et al., 2017) collects human-written dyadic conversations from English learning websites with concentrated topics and regulated grammar. Each utterance is annotated with an emotion label from seven classes, including anger, disgust, fear, happiness, sadness, surprise and other.

#### 4.2 Implementation Details

We initialize the utterance-level feature extractor with pre-trained RoBERTa models. Specifically, RoBERTa-large model is utilized on MELD, EmoryNLP and DailyDialog datasets. Since the amount of data contained in IEMOCAP dataset is relatively small, we also use a smaller model, RoBERTa-base, on IEMOCAP dataset and only fine-tune the last 4 layers of it during training. We employ an AdamW optimizer (Loshchilov and Hutter, 2018) and a linear learning rate scheduler for model training. The hyper-parameters are tuned on validation set, and two sets of hyper-parameters are used for IEMOCAP and the other three datasets respectively. Specifically, the learning rate of RoBERTa is \{2e-5, 5e-6\}, the learning rate of the other modules is \{1e-4, 5e-5\}, the dropout rate is \{0.1, 0.1\}, the dimension of utterance-level features is \{384, 512\}, the dimension of feedforward layers is \{1024, 2048\}, the number of attention heads is \{6, 8\}, the layers of TransformerEncoder is \{4, 4\}, the local window size is \{15, 5\} respectively. The results reported in
the following experiments are based on the average score of 10 random runs.

4.3 Comparison with State-of-the-art Methods

We compare our proposed DialogueEIN model to the following state-of-the-art methods. KET (Wang et al., 2020) uses a transformer-based structure and external commonsense knowledge to capture the semantic context. DialogueGCN (Ghosal et al.) uses graph-based networks to capture conversational dependencies between utterances in dialogues. DialogueGCN+RoBERTa means using features based on a more efficient feature extractor RoBERTa instead of GloVe features in DialogueGCN. DialogueXL (Shen et al., 2020) applies a strong pre-trained language model XLNet (Yang et al., 2019) and proposes a dialog-aware self-attention method for modeling the semantic context information. DAG-ERC (Shen et al., 2021) constructs a directed acyclic graph and DAGNN (Thost and Chen, 2021) to model the temporal and speaker-aware semantic context. DialogueRNN (Majumder et al., 2019) uses several distinct GRUs to model the speakerspecific and global semantic context and another GRU to model the global emotional interaction. It is the first work considering emotional interaction for ERC. DialogueRNN+RoBERTa means using features based on a more efficient feature extractor RoBERTa instead of GloVe features in DialogueRNN. COSMIC (Ghosal et al., 2020) proposes a GRU-based structure and uses external commonsense knowledge to capture the semantic context and another GRU to model the global emotional interaction. CESTa (Wang et al., 2020) proposes a Transformer- and LSTM-based structure to capture the semantic context and leverages conditional random field (CRF) to model global emotional interaction in conversations.

Table 2 presents the experimental results on the IEMOCAP, MELD, EmoryNLP and DailyDialog four benchmark datasets. DialogueEIN significantly outperforms all other state-of-the-art methods and achieves a new state-of-the-art performance on the IEMOCAP and MELD datasets, which demonstrates its effectiveness of modeling the semantic and emotional context in the dialogue. Please note that the methods in the second block of Table 2 consider global emotional interaction as well. DialogueEIN clearly outperforming these methods indicates that our proposed emotional interaction network with four different emotional interactions can better capture the emotional context. DialogueEIN achieves competitive performance with DAG-ERC on EmoryNLP, which may relate to the fact that dialogues in EmoryNLP are short (3 to 5 utterances on average) and have fewer variations in emotional states, therefore, it is simpler to model by traditional semantic modeling. Additionally, DialogueEIN performs slightly worse than CESTa on DailyDialog, mainly because the dialogues in DailyDialog are short and there are more than 80% of "neutral" emotional states in the dataset.

4.4 Ablation of DialogueEIN

We conduct experiments to ablate the contributions of different components in Emotional Interaction Network, including global, local, intra-speaker, inter-speaker emotional interactions and Emotional Tendency Encoder. The results are shown in Table 3. We can observe that the performance declines obviously when removing each or part of these emotional interactions, which shows that the four emotional interactions are beneficial to ERC. In addition, when the Emotional Tendency Encoder is removed, Emotional Interaction Network would lose the ability to model the emotional context in the conversation, and result in modeling the inter-

---

Table 2: ERC performance of different models on four datasets. Micro average F1-score (Avg(micro)) is used on DailyDialog, with the neutral labels excluded. Weighted average F1-score (Avg(w)) is used on other three datasets.

<table>
<thead>
<tr>
<th>Methods</th>
<th>IEMOCAP</th>
<th>MELD</th>
<th>EmoryNLP</th>
<th>DailyDialog</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Avg(w)</td>
<td>Avg(w)</td>
<td>Avg(w)</td>
<td>Avg(w)</td>
</tr>
<tr>
<td>KET</td>
<td>59.56</td>
<td>58.18</td>
<td>33.95</td>
<td>53.37</td>
</tr>
<tr>
<td>DialogueGCN</td>
<td>64.18</td>
<td>63.02</td>
<td>38.10</td>
<td>57.52</td>
</tr>
<tr>
<td>+RoBERTa</td>
<td>64.91</td>
<td>62.41</td>
<td>34.73</td>
<td>54.93</td>
</tr>
<tr>
<td>DialogueXL</td>
<td>65.94</td>
<td>63.65</td>
<td>39.02</td>
<td>59.33</td>
</tr>
<tr>
<td>DAG-ERC</td>
<td>68.03</td>
<td>63.65</td>
<td>39.02</td>
<td>59.33</td>
</tr>
<tr>
<td>DialogueRNN</td>
<td>62.75</td>
<td>63.61</td>
<td>37.44</td>
<td>57.32</td>
</tr>
<tr>
<td>+RoBERTa</td>
<td>64.76</td>
<td>65.21</td>
<td>38.11</td>
<td>58.48</td>
</tr>
<tr>
<td>COSMIC</td>
<td>65.25</td>
<td>65.21</td>
<td>38.11</td>
<td>58.48</td>
</tr>
<tr>
<td>CESTa</td>
<td>67.10</td>
<td>58.36</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>DialogueEIN(Ours)</td>
<td>68.93</td>
<td>65.37</td>
<td>38.92</td>
<td>62.34</td>
</tr>
</tbody>
</table>

Table 3: Ablation Study of DialogueEIN on IEMOCAP and MELD datasets.
Table 4: Comparison with RoBERTa-based baselines on IEMOCAP and MELD datasets. We adjust the number of transformer layers so that these models have about the same number of parameters with DialogueEIN.

<table>
<thead>
<tr>
<th></th>
<th>IEMOCAP</th>
<th>MELD</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>RoBERTa</td>
<td>63.38</td>
</tr>
<tr>
<td>2</td>
<td>+TRM</td>
<td>66.04</td>
</tr>
<tr>
<td>3</td>
<td>+TRM&amp;Attentions</td>
<td>67.55</td>
</tr>
<tr>
<td>4</td>
<td>+TRM&amp;CRF</td>
<td>67.11</td>
</tr>
<tr>
<td>5</td>
<td>+TRM&amp;Attentions&amp;CRF</td>
<td>67.76</td>
</tr>
<tr>
<td>6</td>
<td>DialogueEIN</td>
<td>68.93</td>
</tr>
</tbody>
</table>

4.5 Comparison with RoBERTa-based Baselines

We adopt a pre-trained language model, RoBERTa, as the utterance-level feature extractor in DialogueEIN. In order to prove that the improvement of DialogueEIN does not come from the increase in the number of parameters and the enhancement of the feature extractor, we propose some RoBERTa-based baselines for comparison: (1) **RoBERTa**: concatenating utterances and feeding them into RoBERTa. (2) **RoBERTa+TRM**: using RoBERTa to extract utterance representations, and feeding them into a transformer encoder. (3) **RoBERTa+TRM+Attentions**: applying dialog-aware attention masks to the transformer encoder. (4) **RoBERTa+TRM+CRF**: following CESTa, adding a CRF layer after the classifier to model the emotional consistency in the dialogue. (5) **RoBERTa+TRM+Attentions+CRF**: further adding dialog-aware attentions into baseline (4).

The results are shown in Table 4. DialogueEIN outperforms all the above mentioned baselines. Comparing row 6 to row 1, the large improvement of DialogueEIN proves that it exploits the full potential of RoBERTa. Comparing row 6 to row 2 and 3, with comparable number of parameters, DialogueEIN outperforms the simple hierarchical transformer structure and this structure with dialog-aware attentions which can model the speaker-specific semantic context. It demonstrates the importance of emotional interaction context modeling in DialogueEIN. Comparing row 6 to row 4 and 5, the results show that CRF can improve the performance to a certain degree in general, especially on IEMOCAP dataset. However, DialogueEIN still outperforms these models, which proves that Emotional Interaction Network is better than CRF in modeling emotional context.

4.6 Case Study

Figure 3 shows a conversation from IEMOCAP dataset, and the emotional interaction modeled in DialogueEIN. We extract the attention scores of Emotional Tendency Encoder on these utterances, and use the emotion with maximal score to represent the emotional tendency of each utterance. We also provide the final predictions of these utterances, which are correct predictions as the ground truth. They can represent the emotion prediction of these utterances in DialogueEIN before and after emotional interaction, respectively. As shown in Figure 3, the emotion tendencies before emotional interaction of the 3\textsuperscript{rd}, 5\textsuperscript{th} and 7\textsuperscript{th} utterances are different from the final prediction. We illustrate the process that DialogueEIN corrects these errors according to emotional interactions.

(1) The literal meaning of the 3\textsuperscript{rd} utterance can be considered as **angry** or **excited**, and the model regards it as **angry** before emotional interaction. However, considering the emotional stimulus from the 2\textsuperscript{nd} utterance which is identified as **excited**, it is more rational to identify it as **excited** instead of **angry**.

![Figure 3: A case study based on IEMOCAP dataset.](image-url)
(2) The 5th utterance contains a certain positive emotion literally, but it’s hard to distinguish between happy or excited. However, the female speaker changes to happy at the 4th utterance, and it stimulates the male speaker’s emotion to be happy at the 5th utterance.

(3) The 7th utterance has no obvious emotional tendency literally, and it is regarded as neutral before emotional interaction. But when the emotion of the 5th utterance is correctly recognized as happy and there is no external emotional stimulus from the 6th utterance, the 7th utterance is finally identified as happy according to the emotional inertia.

The above case indicates that DialogueEIN can make more accurate emotion prediction by modeling emotional interaction.

5 Conclusion

In this work, we propose a novel emotional interaction Network (DialogueEIN) for Emotion Recognition in Conversation (ERC). DialogueEIN explicitly models emotional inertia, emotional stimulus in a conversation, which most previous works have neglected. DialogueEIN can capture the emotion tendencies of each utterance and model the emotional dependencies based on them. An attention-based Emotional Interaction Network is proposed to measure the emotional interactions, and four types of dialog-aware attentions are employed to simulate emotional inertia, emotional stimulus, global and local evolution of emotional states in the dialogue respectively. Extensive experiments are carried out on IEMOCAP, MELD, EmoryNLP and DailyDialog benchmark datasets. DialogueEIN significantly outperforms other state-of-the-art models on IEMOCAP and MELD datasets, and achieves competitive performance on all four datasets, which proves the effectiveness of the proposed model. Moreover, several ablation studies further explore the structure of DialogueEIN and interpret the use of emotional interaction, which also suggests possible future research directions, such as fusing modality to capture emotional stimulus information more accurately, etc.
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