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Abstract

Today the pre-trained language models achieve great success for question generation (QG) task and significantly outperform traditional sequence-to-sequence approaches. However, the pre-trained models treat the input passage as a flat sequence and are thus not aware of the text structure of input passage. For QG task, we model text structure as answer position and syntactic dependency, and propose answer localness modeling and syntactic mask attention to address these limitations. Specially, we present localness modeling with a Gaussian bias to enable the model to focus on answer-surrounded context, and propose a mask attention mechanism to make the syntactic structure of input passage accessible in question generation process. Experiments on SQuAD dataset show that our proposed two modules improve performance over the strong pre-trained model ProphetNet, and combing them together achieves very competitive results with the state-of-the-art pre-trained model.

1 Introduction

Question generation (QG) aims to generate questions for a given passage, which is a challenging task and shows great value in many practical applications. For instance, QG helps in building reading comprehension tests for course assessments (Kurdi et al., 2020); QG can be an important skill for chatbots to start a conversation with human users (Mostafazadeh et al., 2016); QG can help reduce the human labor for collecting large-scale question-answer datasets to improve question answering systems (Duan et al., 2017).

Existing QG methods mostly employ neural network models by treating it as a sequence-to-sequence generative task, where researchers have tried to incorporate text structure to improve the performance. For answer-aware QG, the answer position is widely explored. Song et al. (2018) propose three strategies to match the answer with passage; Sun et al. (2018) model the relative distance between context words and answer to help generate answer-related questions; Ma et al. (2020) enhance model’s ability in capturing semantic and positional information via multi-task learning. Some other neural network models dig out deep text structure for generating better questions. For instance, Chen et al. (2020) construct a passage graph to utilize text structure; Pan et al. (2020) construct a semantic-level graph to learn the global structure of a document for deep QG. However, most of these methods adopt standard neural network, and few of them are based on the strong pre-trained models.

Nowadays, pre-trained models largely boost the performance of QG systems (Dong et al., 2019; Bao et al., 2020; Qi et al., 2020; Xiao et al., 2020), which utilize huge amounts of unlabeled text corpora in pre-training stage to learn general language representations, and then be fine-tuned in supervised QG tasks. However, in most cases, the input passage and answer are formatted as “answer [sep] passage” to feed into the pre-trained model during the fine-tuning stage, as a result that the neural network cannot explicitly capture the syntactic structure of sentence and is not aware of the answer position (Zhou et al., 2017), which is vital to generate high-quality answer-aware questions. In this end, how to incorporate text structure into
pre-trained models for QG remains an open issue. Fortunately, several previous works have tried to utilize external knowledge and position information for NLP tasks. For instance, Yang et al. (2018) introduce token localness in attention mechanism for machine translation tasks, and Liu et al. (2020) propose a knowledge-enabled language model (K-BERT) to incorporate domain knowledge for question answering systems.

Motivated by these works, we propose a novel strategy to explicitly incorporate syntactic knowledge and answer information to pre-trained models for QG task. The overall architecture is illustrated in Figure 1. We present a localness modeling by designing a Gaussian bias to regulate the attention calculation, and propose a new attention mechanism to incorporate syntactic structure. Specially, in localness modeling, we adopt answer position as the center of Gaussian distribution and predict window size automatically, in order that the content around answer will be more focused and the range can be adjusted dynamically according to different token length. For syntactic knowledge, we first compute a syntactic vector through syntactic mask attention, which we design to blind the tokens outside of dependency triples, and then constitute a syntactic-aware representation by adding syntactic vector to the original context vector.

We base our method on the strong pre-trained model ProphetNet (Qi et al., 2020), which achieves state-of-the-art results on many generation tasks including QG. We conduct experiments on SQuAD dataset (Du et al., 2017). The automatic evaluation shows that our model boosts the performance of pre-trained models and achieves comparable state-of-the-art performance. Further human judgement demonstrates that our model produces high-quality questions by capturing syntactic knowledge and answer-surrounded context.

Since our method is only a modification to the self-attention module, and there is little increase in parameter number, one can easily apply our method to other Transformer-based pre-trained models while almost keeping the original speed without any much computation resources in the training stage. Our codes and data will be publicly available at the Github repository.

Contributions: To summarize, we (1) propose a modified attention mechanism to incorporate syntactic structure and position information, which can be easily applied to any Transformer-based pre-trained language models for QG task; and (2) with selection of syntactic knowledge, our model is able to reach comparable state-of-the-art performance for question generation.

2 Related Work

2.1 Question Generation

Recently, neural question generation approaches have become popular and achieved great success. Serban et al. (2016) first introduce an encoder-decoder framework with attention mechanism to generate questions for facts from FreeBase. Du et al. (2017) employ a seq2seq architecture on QG. Zhao et al. (2018) tackle the challenge of processing long text inputs with a gated self-attention encoder. Song et al. (2018) and Kim et al. (2019) strength model’s ability by leveraging answer information. Meng et al. (2020) propose a two-stage QG model by creating a draft first and then doing refinement. These works adopt sequence-to-sequence generative approaches and yield many good results on QG. Benefiting from the development of pre-trained model, the performance of QG has been significantly improved. Varanasi et al. (2020) utilize the information from a self-attention module in BERT (Devlin et al., 2019) to generate questions. Qi et al. (2020) propose a pre-training model with n-stream self-attention mechanism and achieve notable results in QG. Xiao et al. (2020) design a span-by-span generation flow to predict semantically-complete spans consecutively. So far, Bao et al. (2020) achieve the best result on SQuAD dataset, which employ autoencoding and partially autoregressive modeling as the pre-training task.

2.2 Knowledge-Enhanced Text Generation

Many knowledge-enhanced text generation systems have achieved great performance on generating informative texts (Yu et al., 2020). In dialogue systems, topic-aware seq2seq model helps to generate more informative responses (Mou et al., 2016; Xing et al., 2017; Zhou et al., 2018). In story generation, commonsense knowledge helps to capture the story-line and narrates the plots (Guan et al., 2019). Liu et al. (2020) and Huang et al. (2021) incorporate external knowledge base into the Transformer-like architecture.

For question generation, Zhou et al. (2017) and Sun et al. (2018) leverage answer embedding and position information to help generate more answer-related questions; Du and Cardie (2018) incorpo-
Rate coreference into QG model; Kim et al. (2019) propose a keyword-net to help the model better capture important information; Jia et al. (2020) integrate paraphrase knowledge into QG systems to generate more human-like questions. Chen et al. (2020) and Pan et al. (2020) try to capture text structure via graph neural network for QG. The attention mechanism has been widely utilized to incorporate knowledge representation, which is obtained by calculating attention over knowledge representations. Multitask training is also an alternative way to incorporate knowledge (Kim et al., 2020; Jia et al., 2020).

In this paper, based on the pre-trained model for QG, we further incorporate dependency relations and answer position, which can be regarded as structure knowledge. Our task is more challenging since most of the previous works are based on the Transformer only. In order not to increase the computation consumption, we don’t use any other sophisticated neural networks beyond the pre-trained model itself.

3 Preliminaries

3.1 Self-Attention

Here we briefly introduce the encoder of Transformer architecture, on which our methods will base. Given an input sequence $x = \{x_1, x_2, \cdots, x_t\}$, the transformer encoder maps these tokens into hidden representations. More concretely, the $l-1$-th layer hidden states are first linearly transformed into query vectors $q$, key vectors $k$ and value vectors $v$ by multiplying three separate weights, and then obtain the $l$-th layer hidden states via attention mechanism:

$$H^l = \text{Attn}(q, k, v)$$

(1)

$$\text{Attn}(q, k, v) = \text{softmax}(\frac{\text{scores}}{\sqrt{d}})v$$

(2)

$$\text{scores} = qk^T$$

(3)

where $\sqrt{d}$ is the scaling factor.

3.2 Pre-trained Language Model: ProphetNet

We build our method based on the strong pre-trained model ProphetNet (Qi et al., 2020), which achieves outstanding results on QG tasks. Compared to conventional pre-training models which predict the next one token at each step, ProphetNet tends to predict the next $n$ tokens simultaneously to prevent overfitting on local correlations:

$$p(y_t|y_{<t}, x), \cdots, p(y_{t+n-1}|y_{<t}, x) = \text{Decoder}(y_{<t}, H_{\text{enc}})$$

(4)

where $H_{\text{enc}}$ is the hidden state obtained by the encoder. To achieve this, ProphetNet adopts a $n$-stream self-attention mechanism to predict next $n$ continuous future tokens, with each stream representing a next $i$-th predicting.

4 Integrating Text Structure

Our work focuses on answer-aware QG task. Formally, denote the passage, question and answer as $P$, $Q$ and $A$ respectively, the task is defined as:

$$Q^* = \arg\max_Q P_0(Q|P, A)$$

(5)
Practically, we concatenate passage and answer by format “A [SEP] P” as the input of ProphetNet, to generate Q as output question. A diagram of our method is illustrated in Figure 2.

4.1 Answer Localness Modeling

In order to enhance model’s capability in capturing more local information around the answer and enable the model to generate more answer-related questions, we model localness as a preference bias to regulate the original attention weight in encoder end, which can be defined as:

$$\text{Attn}(q, k, v) = \text{softmax}(\frac{\text{scores} + G}{\sqrt{d}})v \quad (6)$$

where $G \in \mathbb{R}^{I \times I}$ is an alignment matrix, and $I$ refers to the length of input sequence. Each element $G_{i,j}$ represents an alignment preference of token $w_i$ to token $w_j$, which is calculated as:

$$G_{i,j} = -\frac{(j - P_c)^2}{2\sigma^2_i} \quad (7)$$

where $P_c$ denotes the central position of answer appearing in the input passage and $\sigma_i$ denotes the standard deviation, which is half of the window size $D_i$. Denote the start and end index of the answer span as $s$ and $e$, then $P_c$ is calculated as:

$$P_c = \frac{s + e}{2} \quad (8)$$

Consequently, after softmax operation, $G$ will become a Gaussian distribution, indicating that the tokens closer to the central position will get higher attention weights.

The window size $D_i$ measures the major area that token $x_i$ needs to align with. We set $D_i$ to be a variable based on the index $i$ rather than a constant value, which we think will bring our model more flexibility to adjust the concentration area according to different token information. Following Yang et al. (2018), we map query vectors into $D_i$ through a feed-forward neural network:

$$z_i = U_d^T \text{tanh}(W_p q_i) \quad (9)$$

$$D_i = I \cdot \text{sigmoid}(z_i) \quad (10)$$

where $W_p \in \mathbb{R}^{d \times d}, U_d \in \mathbb{R}^d$ are learnable parameters, and $I$ is a scalar factor regulating $D_i$ to a real value between 0 and the length of input sequence.

Thus, we can obtain hidden states of the input sequence with strengthened localness information:

$$H_{local} = \text{MultiHead}(q, k, v, G) \quad (11)$$

Figure 2(b)-(d) shows an example of answer localness modeling. When calculating the attention weights of token ‘declared’, we first learn a Gaussian distribution centered on the answer ‘Blake’. The original attention distribution is then regularized to form the final distribution, which not only pays attention to token ‘winner’ but also to token ‘runner-up’ and ‘Blake’. As a result, the model is guided to attend to the phrase ‘winner with runner-up being Blake’.

4.2 Syntactic Mask Attention

In this module, we strengthen the syntactic structure of input sentence accessible in question generation process. The whole procedure for incorporating syntactic knowledge can be divided into three steps: 1) extract appropriate syntactic relations; 2) build syntactic mask and 3) apply syntactic mask to guide the attention calculation. We will introduce them respectively.

4.2.1 Extract Syntactic Relations

We extract dependency relations and explicitly introduce them into the generation process. Due to the huge time needed for parsing, we only select some key sentences to do syntactic parsing rather than the whole passage. For every answer-passage pairs, we select the sentence from the passage where answer spans are located as our key sentence. If the answer spans do not appear completely in any sentences (this is possible because the sentence splitting toolkit is not perfect and sometimes it will mistake punctuation for a terminator), we will select the most similar sentence by computing ROUGE score as an alternative.

Then we apply dependency parser to these selected key sentences, and choose some major relations as the final dependency knowledge, including pred, subj, nsubjpass, csubj, csubjpass, obj, iobj and xcomp. The selection of dependency relations is based on de Marneffe et al. (2014). We have also tried some other relations, the analysis of which is given in Section 6.2. The dependency relation is presented in the form of triples, which can be denoted as $\varepsilon = \{x_i, x_j, r_k\}$, where $x_i$ and $x_j$ are tokens from the input sequence, and $r_k$ denotes the relation between them.

In our experiment, we utilize the Stanford NLP toolkit to do tokenization, sentence splitting and dependency parsing. A more powerful and sophisticated procedure to extract dependency triples might
capture the syntactic structure more accurately, and we leave this to future work.

4.2.2 Syntactic Mask

Building syntactic mask is the key process in calculating knowledge context vector. Based on the extracted syntactic relation triples, we design a visible mask that prevents some tokens from seeing other ones, which can be defined as below:

\[ M_{ij} = \begin{cases} 0, & x_i \otimes x_j \\ -\infty, & x_i \not\otimes x_j \end{cases} \tag{12} \]

where \( x_i \otimes x_j \) means \( x_i \) and \( x_j \) are in a relation triple, while \( x_i \not\otimes x_j \) means they are not.

We display an example in Figure 2(a) to show how we construct the syntactic mask from a sentence. We construct the relation triples like \{‘Jordin’, ‘declared’, ‘nsubj’\} through extracting dependency relations and build syntactic mask to ensure ‘Jordin’ and ‘declared’ could see each other while blind to tokens outside the triples. Tokens not appearing in any triple, like ‘was’, ‘the’ and ‘being’, are not visible to each other.

4.2.3 Mask Attention

The process of mask attention is actually an extension to the original self-attention module in encoder end, whose attention score is calculated as:

\[ \text{scores} = qk^T + M \tag{13} \]

where \( M \) is the syntactic mask constructed above.

After the softmax function, the attention score where \( M_{ij} = -\infty \) will be 0, indicating that the hidden state of \( x_i \) will make no contribution to \( x_j \). In this way, we build a syntactic context vector that gathers information of tokens appearing in the extracted syntactic relations while discards unrelated information, which can be a supplementary to the original context vector. Consequently, we obtain the knowledge context vector by:

\[ H_k = \text{MultiHead}(q, k, v, M) \tag{14} \]

Then the syntactic context vector will be added to the original vector to form the final syntactic-aware representation:

\[ \tilde{H} = H_{\text{local}} \oplus H_k \tag{15} \]

4.3 Question Generation

After obtaining the encoder hidden states \( \tilde{H} \), we pass them to the decoder and get the distribution on vocabulary at each step (defined in Equation 4). During the training stage, the loss is calculated as:

\[ \mathcal{L} = -\sum_{j=0}^{n-1} \alpha_j \left( \sum_{t=1}^{T_e-j} \log P_{\theta}(y_{t+j}|y_{<t}, x) \right) \tag{16} \]

which can be viewed as the weighted sum of \( n \) future token predicting loss. And during the inference stage, we disable n-gram predicting and generate a sequence with the highest likelihood:

\[ Q = \arg\max_y p_{\theta}(y_{1:t}|x) \tag{17} \]

5 Experimental Setup

5.1 Dataset

We conduct experiments on the widely-used reading comprehension dataset SQuAD (Rajpurkar et al., 2016). It consists of questions posed by crowd workers on Wikipedia articles, and the answer to every question is a span extracted from the given passage. There exist different split sets on SQuAD. Following the work of ProphetNet (Qi et al., 2020), we do experiments on two splits: (1) Du split (Du et al., 2017), which splits SQuAD 1.1 dataset into training, development and test sets, consisting of 75,722, 10,570, 11,877 instances respectively; (2) Zhao split (Zhao et al., 2018), which uses the reversed dev-test setup as opposed to the original setup. Following previous work for QG, we adopt BLEU-4 (Papineni et al., 2002), Meteor (Denkowski and Lavie, 2014) and Rouge-L (Lin, 2004) as evaluation metrics.

5.2 Training Details

We adopt most of the configurations in ProphetNet released by Microsoft group \(^2\). However, due to computation resource limitation, we reimplemented their codes with some different configurations. We use one NVIDIA GeForce RTX 2080 Ti to support fine-tune, and during the training stage we truncate overlong input sentences to 512 tokens \(^3\) and the batch size is set to 12. These might bring some decrease in performance, and we take the new results as our baseline for fair comparison. Inspired

---

\(^2\)https://github.com/microsoft/ProphetNet

\(^3\)Since ProphetNet only adopts input strings less than 512 tokens.
Table 1: Experimental results on SQuAD dataset comparing with previous work

<table>
<thead>
<tr>
<th>Methods (conference-year)</th>
<th>Du split</th>
<th>Zhao split</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BLEU-4</td>
<td>Meteor</td>
</tr>
<tr>
<td>Unpre-trained</td>
<td></td>
<td></td>
</tr>
<tr>
<td>s2s (ACL-17)</td>
<td>12.28</td>
<td>16.62</td>
</tr>
<tr>
<td>CorefNQG (ACL-18)</td>
<td>15.16</td>
<td>19.12</td>
</tr>
<tr>
<td>MP-GSN (EMNLP-18)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>SemQG (EMNLP-19)</td>
<td>18.37</td>
<td>22.65</td>
</tr>
<tr>
<td>RefNet (EMNLP-19)</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>ParaphraseQG (ACL-20)</td>
<td>17.21</td>
<td>20.96</td>
</tr>
<tr>
<td>EGSS (AAAI-21)</td>
<td>18.93</td>
<td>22.04</td>
</tr>
<tr>
<td>Pre-trained</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ERINE-GENBASE (IJCAI-20)</td>
<td>22.28</td>
<td>25.13</td>
</tr>
<tr>
<td>CopyBert (ACL-20)</td>
<td>22.71</td>
<td>24.48</td>
</tr>
<tr>
<td>ProphetNet (EMNLP-20)</td>
<td>23.91</td>
<td><strong>26.60</strong></td>
</tr>
<tr>
<td>UniLM-v2 (ICML-20)</td>
<td><strong>24.43</strong></td>
<td>26.34</td>
</tr>
<tr>
<td>Our model</td>
<td>24.37</td>
<td>26.26</td>
</tr>
</tbody>
</table>

5.3 Comparing Methods

There is a large number of work for QG on SQuAD dataset. Our focus in this paper is to enhance pre-trained models with text structure, so we mainly compare our method with other pre-trained language models. Also, we list some notable sequence-to-sequence works for reference, which did experiments on Du split or Zhao split.

The unpre-trained models for QG. s2s (Du et al., 2017): an attention-based seq2seq framework for QG. CorefNQG (Du and Cardie, 2018): incorporating coreference knowledge into seq2seq model. MP-GSN (Zhao et al., 2018): addressing the challenge of processing long text inputs. SemQG (Zhang and Bansal, 2019): introducing two semantic-enhanced rewards to regularize generation. RefNet (Nema et al., 2019): a two stage model which creates an initial draft first and then refine it. ParaphraseQG (Jia et al., 2020): incorporating paraphrase knowledge into question generation by back-translation. EGSS (Huang et al., 2021): an entity guided question generation model.


6 Results and Analysis

6.1 Main Results

The main experimental results are shown in Table 1. For QG on SQuAD dataset, there exists a significant performance gap between the unpre-trained and pre-trained models. The best pre-trained model, UniLM-v2, achieves a 24.43 BLEU-4 on Du split, which receives 5.5 point improvement compared with the best seq2seq model EGSS. The ProphetNet model achieves a competitive BLEU-4 with UniLM-v2, and yields the best result on Meteor and Rouge-L among existing pre-trained models.

Considering the excellent performance of these pre-trained models, it’s exciting to see that our proposed method with syntactic mask and localness modeling brings further improvement over the basic ProphetNet model, and obtains state-of-the-art results on Zhao split and a close performance with UniLM-v2 on Du split. It’s worth noting that our model yields best results in terms of Rouge-L on both datasets among all existing works.

6.2 Ablation Study & Analysis

Ablation Study  We conduct experiments by applying syntactic mask and localness modeling separately to study their effects on the baseline model. There is a tiny decrease between the result reported by Qi et al. (2020) and our reproduced result on some metrics, which we think is reasonable since we adopt some different configurations foremen-
Table 2: Ablation study results by applying different modules on top of the pre-trained ProphetNet model. We report the mean over 3 random seeds. *We re-implemented the ProphetNet released code and the results are a little lower than the original paper. Underline represents the value is better than baseline with significance ($p < 0.05$).

<table>
<thead>
<tr>
<th>Method</th>
<th>BLEU-4</th>
<th>Meteor</th>
<th>Rouge-L</th>
<th>BLEU-4</th>
<th>Meteor</th>
<th>Rouge-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProphetNet*</td>
<td>23.91</td>
<td>25.95</td>
<td>52.28</td>
<td>25.71</td>
<td>26.99</td>
<td>53.63</td>
</tr>
<tr>
<td>ProphetNet + Syntactic Mask</td>
<td>24.22</td>
<td>26.24</td>
<td>52.60</td>
<td>26.20</td>
<td>27.01</td>
<td>53.74</td>
</tr>
<tr>
<td>ProphetNet + Localness</td>
<td>24.11</td>
<td>26.01</td>
<td>52.52</td>
<td>25.88</td>
<td>27.28</td>
<td>53.62</td>
</tr>
<tr>
<td>ProphetNet + Syn. Mask + Localness</td>
<td>24.37</td>
<td>26.26</td>
<td>52.77</td>
<td>26.30</td>
<td>27.25</td>
<td>53.87</td>
</tr>
</tbody>
</table>

Table 3: Experimental results of different dependency relations in the syntactic mask attention module.

<table>
<thead>
<tr>
<th>Dependency Relations</th>
<th>Du split</th>
<th>Zhao split</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProphetNet</td>
<td>23.81</td>
<td>25.71</td>
</tr>
<tr>
<td>+ all relations</td>
<td>23.93</td>
<td>26.17</td>
</tr>
<tr>
<td>+ core arguments</td>
<td>24.22</td>
<td>26.20</td>
</tr>
<tr>
<td>+ core nominal relations</td>
<td>24.01</td>
<td>26.13</td>
</tr>
</tbody>
</table>

Table 4: Experimental results of different center strategy in the localness modeling module.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Du split</th>
<th>Zhao split</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProphetNet</td>
<td>23.81</td>
<td>25.71</td>
</tr>
<tr>
<td>+ predicting center</td>
<td>23.77</td>
<td>25.72</td>
</tr>
<tr>
<td>+ answer center</td>
<td>24.11</td>
<td>25.88</td>
</tr>
</tbody>
</table>

Analysis on Dependency Relations
We conduct experiments to investigate the effect of different dependency relations. According to de Marneffe et al. (2014), the dependency relations can be divided into two categories: core arguments and non-core arguments, and core arguments can be further divided into nominal relations and clause relations. Inspired by this, we adopt three strategies to select dependency relations: 1) using all dependency relations, which is equal to mask any other tokens except for those in the key sentence; 2) using core arguments, as in Section 4.2.1, which keeps the stem of sentence and gets rid of attributive words; 3) only using nominal relations in core arguments, which removes the clause relation of the stem and thus is the totally plain trunk of the sentence. The choices of core arguments are based on de Marneffe et al. (2014).

The experimental results are shown in Table 3. All three strategies bring performance gain over the basic ProphetNet, which validates the effectiveness of our syntactic mask attention. Especially, strategy 2) achieves the best results on both data splits, which provides appropriate dependency knowledge. In contrast, too much dependency relation incorporation may divert the sentence from its correct meaning, which can be found in Strategy 1), and the lack of dependency structure cannot produce a marked effect, which Strategy 3) exemplifies.

Analysis on Localness Modeling
Further, we conduct experiments on different methods to set center position of Gaussian distribution in localness modeling: (1) following Yang et al. (2018), who predict the central position by applying a feed-forward transformation to query vector

$$p_i = U_i^T \tanh(W_p q_i)$$

where $W_p$ is a set of parameter to learn; (2) adopt the position of answer as center, as Equation (8).

The experimental results are shown in Table 4. Automatically predicting center position doesn’t bring performance gain, while using answer center gets better results on both data splits. We argue that this is because mapping query vector to predict center will lead one token to align with other tokens that are similar with it, which is not applicable in our task. For answer-aware QG, we need each token to pay enough attention to the context around answer, so that the model will obtain better representations with answer as guidance.

Analysis on ProphetNet
One may notice the contradiction between the goal of ProphetNet and our methods: ProphetNet predicts the next several
tokens simultaneously to prevent overfitting on local correlations, however, our methods enhance the local syntactic structure in representing stage. Actually, they work on different parts of the pretrained model. ProphetNet uses n-gram prediction strategy in decoder end, while we enhance locality information in encoder end. The enhanced representations of input text, which guides the decoder to generate tokens with fully considering local structure information of the answer, can still benefit from n-gram prediction strategy, since the model would dynamically focus more on neighbour information when previous tokens appearing in the selected structure triples, while keep relatively low information when not. Therefore, more than ProphetNet, our methods should also contributes to other pretrained models.

### 6.3 Human Evaluation

In addition to automatic evaluation, we also evaluate the quality of generated questions by eliciting human judgements. We randomly select 100 \{'passage, question, answer\}' samples generated by ProphetNet baseline model and our full model, and asked 3 college students to evaluate them. They are required to annotate yes(3), no(1) or medium(2) for each sample from the following aspects: (1) fluency, whether the generated question is grammatical and fluent; (2) relevancy, whether the question is semantically relevant to the input context and (3) answerability, whether the answer is valid to the generated question based on the context.

The evaluation results are listed in Table 5. The pre-trained model ProphetNet provides us a strong baseline, where most of the generated questions are satisfying. Our model performs better in relevancy and answerability. We speculate this for our proposed method help model capture the information around answer and makes generated question more concentrated to answer. We also reports the average Spearman’s coefficients between the annotations, which could guarantee the credibility of our human evaluation results.

### 6.4 Case Study

To clearly show the output questions generated by the basic ProphetNet model and our full model, we list two examples in Table 6. In both examples, the questions generated by our model are closer to golden questions. Specially, in the first example, both the baseline model and our model capture the information that “rail was distorted” is the cause to some event. But the event is “derail” in base while “catch on fire” in ours. The latter is more accurate because “rail was distorted” is the direct cause of “catch on fire”, but the indirect cause of “derail”. We think the enhanced ability of syntactic information helps capture the sentence structure more accurately and thus find the direct relation. In the second example, both models capture the information that “Taiwan and Tibet belong to China” is an utterance said by a Chinese group, but our model focuses more on the answer-surrounded word “shouted”, leading to generate a more accurate word “yell”.

<table>
<thead>
<tr>
<th></th>
<th>Base</th>
<th>Ours</th>
<th>ρ</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Fluency</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4.33%</td>
<td>4.67%</td>
<td>0.428</td>
</tr>
<tr>
<td>Med.</td>
<td>10.33%</td>
<td>9.33%</td>
<td>(3.8e-06)</td>
</tr>
<tr>
<td>Yes</td>
<td>85.33%</td>
<td>86%</td>
<td>(2.4e-07)</td>
</tr>
<tr>
<td>Avg.</td>
<td>2.81</td>
<td>2.81</td>
<td></td>
</tr>
<tr>
<td><strong>Relevancy</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1.67%</td>
<td>1%</td>
<td>0.507</td>
</tr>
<tr>
<td>Med.</td>
<td>14.33%</td>
<td>13.67%</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>84%</td>
<td>85.33%</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>2.82</td>
<td>2.84</td>
<td></td>
</tr>
<tr>
<td><strong>Answerability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4%</td>
<td>3%</td>
<td>0.456</td>
</tr>
<tr>
<td>Med.</td>
<td>12%</td>
<td>10.67%</td>
<td>(1.8e-06)</td>
</tr>
<tr>
<td>Yes</td>
<td>84%</td>
<td>86.33%</td>
<td></td>
</tr>
<tr>
<td>Avg.</td>
<td>2.80</td>
<td>2.83</td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Human evaluation results on the generated questions by ProphetNet (“Base”) and our full model (“Ours”). Avg. represents the average score of 100 samples. The last column is the Spearman coefficients with p-values in the parentheses.

Table 6: Two examples of generated questions, where answers are highlighted in *Italic font.*
7 Conclusion

In this work, we enhance the ability of QG systems by incorporating text structure, including syntactic dependency relations and answer position. We strengthen the localness modeling via a learnable Gaussian bias with answer span as center, and present a syntactic mask attention mechanism to fuse structure information. Specifically, we obtain the knowledge-aware context vector by adapting a visible matrix, where each token is only visible to its related token in the knowledge triple. Experimental results on the widely-explored SQuAD dataset demonstrate the effectiveness of our method. This work is based on the pre-trained ProphetNet, but our methods can be easily applied to other Transformer-based pre-trained models. In future work, we will validate and expand our method to other NLP tasks, such as summarization, dialog generation, machine reading comprehension, etc.
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