Second Workshop on Combating Online Hostile Posts in Regional Languages during Emergency Situation

Proceedings of the Workshop

May 27, 2022
Preface

The advent of Web 2.0 induced the evolution of what has traditionally been described as a “participatory Web”. From pop-culture music to Black Friday becoming a global phenomenon, and movements like BlackLivesMatter turning into a powerful instrument of global resistance, the Internet and social media have played a pivotal role. As much as we relish the connectedness facilitated by social media, the sentient being in all of us cannot remain obscured by the perils of the unabated misuse of the very free speech that these platforms aim to empower. Within the shadows of a transparent yet anonymous social media, lurk those disguising themselves as pseudo-flag-bearers of free speech, and pounce on every opportunity they get to spread vile content, detrimental to society. Such miscreants are desperate to misuse those 280 character sound bites to further their anti-openness agendas in the form of hate speech, disinformation, and ill-intended propaganda. Such menace experiences flare-ups during emergency situations such as the COVID-19 outbreak and geopolitically conflicting global order.

There have been numerous efforts toward addressing some of these problems computationally, but with evolving complexities of online harmful content, more robust solutions are needed. Some of these challenges stem from linguistic diversity, abstract semiotics, multimodality, anonymity of the real instigators, etc. Thus, there is a pressing need to start a discussion around such aspects, which are more inclusive than conventional efforts. With this in mind, and motivated by the success of the first edition of the CONSTRAINT Workshop on Combating Online Hostile Posts in Regional Languages during Emergency Situation, we have launched the second edition in hybrid mode, with a special focus on Multimodal Low-Resource Language Processing to Combat COVID-19 Related Online Hostile Content.

The workshop additionally highlighted three major points:
1. Regional languages: offensive posts may be written in low-resource regional languages, e.g., Tamil, Urdu, Bangali, Polish, Czech, Lithuanian, etc.
2. Emergency situations: The proposed solutions should be able to tackle misinformation during emergency situations where, due to the lack of enough historical data, machine learning models need to adopt additional intelligence to handle emerging and novel posts.
3. Early detection: Since the impact of misinformation during emergency situations can be highly detrimental to society (e.g., health-related misadvice during a pandemic may take human’s life), we encourage solutions that can detect such hostile posts as early as possible after they have been posted in social media.

Our workshop also features a shared task titled: Hero, Villain and Victim: Dissecting harmful memes for Semantic role labelling of entities. The objective is to determine the role of the entities referred to within a meme: hero vs. villain vs. victim vs. other. The meme is to be analyzed from the perspective of its author. The datasets released as part of this shared task span memes from two domains: COVID-19 and US Politics. The complex and engaging nature of the shared task led to a total of 6 unique final submissions for evaluation, from amongst 105 total registered participants.

We accepted a total of ten papers: four for the regular track and six for the shared task. The workshop papers cover topics ranging from detecting multimodal/unimodal fake news (Choi et al., 2022; Lucas et al., 2022) to aggressive content (Sharif et al., 2022), with additional fine-grained analysis and sub-tasks like document retrieval towards mitigating misinformation (Sundriyal et al., 2022). On the other hand, the accepted papers for the shared task proposed various multimodal fusion strategies including state-of-the-art encoder models such as variants of ViT, BERT, and CLIP (Nandi et al., 2022; Kun et al., 2022; Montariol et al., 2022), with ensembling playing a key role in the overall performance enhancement. Consequently, diverse strategies for addressing the task along with their limitations are elucidated via the contributions made hereupon.

We are glad to have 3 eminent invited speakers: (i) Smaranda Muresan, Research Scientist at the Data Science Institute (DSI) and the Department of Computer Science at Columbia University, and Amazon, (2) Isabelle Augenstein, Associate Professor at the University of Copenhagen, Department of Computer Science, where she heads the Copenhagen Natural Language Understanding research group as well as the Natural Language Processing section, and (iii) Andreas Vlachos, Associate Professor at the Natural
Language and Information Processing group at the Department of Computer Science and Technology at the University of Cambridge and a member of the European Lab for Learning and Intelligent Systems. We thank the authors and the task participants for their interest in the workshop. We would also like to thank the program committee for their help with reviewing the papers and with advertising the workshop. The work was partially supported by a Wipro research grant, Ramanujan Fellowship, the Infosys Centre for AI, IIIT Delhi, India, and ihub-Anubhuti-iiitd Foundation, set up under the NM-ICPS scheme of the Department of Science and Technology, India. It is also part of the Tanbih mega-project, which is developed at the Qatar Computing Research Institute, HBKU, and aims to limit the impact of fake news, propaganda, and media bias by making users aware of what they are reading, thus promoting media literacy and critical thinking.
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Abstract
We present the findings of the shared task at the CONSTRAN22 workshop on “Hero, Villain, and Victim: Dissecting Harmful Memes for Semantic Role Labeling of Entities.” The task aims to delve deeper into meme comprehension by deciphering the connotations behind the entities present in a meme. In more nuanced terms, the shared task focuses on determining the victimizing, glorifying, and vilifying intentions embedded in meme entities to explicate their connotations. To this end, we curate HVVMemes, a novel meme dataset of about 7,000 memes spanning the domains of COVID-19 and US Politics, each containing entities and their associated roles: hero, villain, victim, or other. The shared task attracted 105 registered participants, but eventually only nine of them made official submissions. The most successful systems used ensembles combining textual and multimodal models, with the best system achieving an F1-score of 58.67.

1 Introduction
The unwarranted spread of misinformation (Wu et al., 2019; Hardalov et al., 2022), propaganda (Da San Martino et al., 2020a,b), fake news (Lazer et al., 2018; Vosoughi et al., 2018), COVID-19 infodemic (Alam et al., 2021b; Nakov et al., 2022), hate speech (MacAvaney et al., 2019; Zampieri et al., 2019a), and other harmful content (Nakov et al., 2021) has plagued social media. Lately, memes have emerged as a powerful multimodal means to disseminate malicious content due to their ability to circumvent censorship norms (Mina, 2014) and to their fast-spreading nature. With an aptly crafted combination of images and text, a seemingly naïve meme can easily become a source of harmful information diffusion. As a result, exploring the noxious side of memes has become a pressing research topic; see also recent surveys on harmful memes (Sharma et al., 2022b) and on multimodal disinformation detection (Alam et al., 2021a).

While meme analysis has been studied in a variety of contexts, such as hate speech (Zhou et al., 2021; Kiela et al., 2020) harmfulness (Pramanick et al., 2021a,b), emotions (Sharma et al., 2020), misinformation (Zidani and Moran, 2021), sarcasm (Kumar and Garg, 2019), offensiveness (Suryawan-shi et al., 2020), and propaganda (Dimitrov et al., 2021a,b), limited forays have been made on comprehending the role of the entities that make up a meme. This is our main focus here: on identifying the hero, the villain, and the victim entities present in a meme. Given a meme and a list of the entities it involves, the task is to identify which entity plays what role. Such categorization of the entities in the meme can help understand the entity-specific connotation and their nature, attitudes, decisions, and demeanour. For instance, when the meme creators intend to spread misinformation and hatred towards minority communities or to defame certain individuals, politicians, or organizations, they would depict the target entities as villains. Similarly, when the intent is to shed light on the deplorable state of certain entities or to glorify them, these entities would be portrayed as victims or as heroes, respectively.

Fig. 1 depicts apt examples for hero, villain, and victim categorization of the entities in a meme. The meme in Fig. 1a draws a comparison between Abraham Lincoln, John F. Kennedy, Barack Obama, and Donald Trump, where the former three are portrayed as heroes, while Donald Trump is shown in negative light, as a villain. Similarly, Fig. 1b mocks Jill Stein and the Green Party as villains for allegedly getting bribed by the rich. Fig. 1c on the other hand, frames the Republican Party as a villain, for their inconsiderate views on the poor, the minorities, and women, thus making them the victims. In conclusion, through depictions of heroism, villainy, and victimization, memes act as an appealing means to propagate certain views about the targeted entities.
While some previous meme studies have sought to identify harmfulness and the entities (Sharma et al., 2022a) or the categories that are being targeted, e.g., a person, a group, an organization, or society (Pramanick et al., 2021a,b), none of them has scrutinized the entity’s connotation. Our shared task aims to bridge this gap. We release HVVMemes, a meme dataset with about 7,000 memes on COVID-19 and US Politics, where each meme is annotated with a list of entities, each labeled with its role: hero, villain, victim, or other. The shared task attracted 105 teams, and nine of them made official submissions. Most teams fine-tuned pre-trained language and multimodal models or used ensembles, with the best system achieving an F1-score of 58.67. We discuss the submissions and their approaches in more detail in Section 5.

Despite the growing body of research on meme analysis, understanding the connotation underlying the individual entities in the meme remains a challenging endeavour. Their camouflaged semantics, satirical outlook, and cryptic nature make their analysis a daunting task (Sabat et al., 2019). Moreover, categorizing the entities as heroes, villains, or victims requires real-world and commonsense knowledge, which often are not present in popular pre-trained language models. Thus, it should not be surprising that, as the shared task’s results show, off-the-shelf multimodal models, as well as various ensembles thereof, struggle with this task (Kiela et al., 2020). This highlights that the current state-of-the-art visual-linguistic models are unable to grasp the veiled information present in the memes. Thus, we hope that the dataset and task will foster further research in this interesting direction.

More details about the shared task is available at http://constraint-lcs2.github.io/
Additional contextual cues involving commonsense knowledge (Shang et al., 2021), semantic entities, cues about the protected categories (Pramanick et al., 2021b; Karkkainen and Joo, 2021), along with other meta information, have also been explored for characterising various aspects of the online harm conveyed by memes. Most such tasks address affect detection at various levels of granularity, sometimes organised in a taxonomy. Still, none of these tasks has focused on explicitly modeling the complex narrative framework of the memetic discourse surrounding the specific entities referred to in the meme. With this in mind, here we attempt to alleviate a few associated challenges by exploring the feasibility of entity-specific visual-semantic role labelling for memes.

Other Related Shared Tasks. Several shared tasks have targeted the broad field of harmful social media content. Some tasks investigated the characterisation of offensive language, hate speech, proficiency, and associated fine-grained attributes such as implicit and explicit implications in binary, multi-class, multi-label, and hierarchical settings (Struš et al., 2019; Zampieri et al., 2019b, 2020). Their coverage has been fairly comprehensive in terms of the languages covered including Arabic, Danish, Greek, English, Turkish, and Dravidian languages like Tamil, Malayalam, Kannada as well as German and English/Indo-Aryan code-mixing (Zampieri et al., 2019b; Mubarak et al., 2020; Zampieri et al., 2020; Chakravarthi et al., 2021; Modha et al., 2021). They also address harmful content dissemination, targeting various protected categories such as religious affiliation, national origin, sex, etc. (Zhang et al., 2019). Other efforts have targeted misinformation, propaganda, and persuasiveness detection (Aly et al., 2021; Shaar et al., 2021; Da San Martino et al., 2020a), where the goal is to detect verifiable claims, their veracity, span, and check-worthiness. Persuasive technique detection has also been explored for images besides text-based content, e.g., Dimitrov et al. (2021b) introduced the task of propaganda in memes.

Some tasks have attempted to address affect concerning various targets. Xu et al. (2016) focused on stance prediction for given targets, i.e., whether the comment is in favour or against the target, both in supervised and in unsupervised scenarios. Molla and Joshi (2019) modeled sarcastic targeting of specific entities. Rosenthal et al. (2017) focused on sentiment analysis in Twitter.

In contrast, here we focus not only on the polarity of the target entity, but also on understanding complex connotations such as glorification, vilification, and victimisation in memes. This is both challenging and important, as memetic discourse has taken over a sizable portion of online engagement and as it requires specialised moderation given its multimodal nature.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Splits</th>
<th># Memes</th>
<th># Referenced Entities</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Hero</td>
</tr>
<tr>
<td>COVID-19</td>
<td>Train</td>
<td>2,700</td>
<td>163</td>
</tr>
<tr>
<td></td>
<td>Val</td>
<td>300</td>
<td>19</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>381</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td><strong>3,381</strong></td>
<td><strong>260</strong></td>
</tr>
<tr>
<td>Politics</td>
<td>Train</td>
<td>2,852</td>
<td>230</td>
</tr>
<tr>
<td></td>
<td>Val</td>
<td>350</td>
<td>27</td>
</tr>
<tr>
<td></td>
<td>Test</td>
<td>350</td>
<td>31</td>
</tr>
<tr>
<td></td>
<td>Total</td>
<td><strong>3,552</strong></td>
<td><strong>288</strong></td>
</tr>
</tbody>
</table>

Table 1: Statistics about our HVVMemes dataset.

Towards curating a dataset that would enable the identification of hero, villain, and victim as roles in memes, we leveraged and reannotated the HarMeme dataset released in (Pramanick et al., 2021b), and we call this new dataset HVVMemes. HarMeme includes 3,544 memes about COVID-19 and 3,552 memes about US Politics, which are annotated for harmfulness as well as for target type, in case the meme is harmful, with four categories for the latter: individual, organisation, community, and society. Table 1 gives some statistics about HVVMemes (note that for COVID-19, we filtered out some of the memes in HarMeme, keeping 3,381 of the original 3,554 memes). As a general trend for both domains, we observe a neutral reference for most of the entities mentioned in the memes (3,065 for COVID-19, and 3,242 for US Politics); for such cases, we assign a fourth category: other. We further see that villain is the second most frequent role (747 memes for COVID-19, and 1,641 for US Politics), followed by victim (407 memes for COVID-19, and 544 for US Politics), and then hero (200 memes for COVID-19, and 288 for US Politics). We believe that this is a realistic representation of social media engagement involving memes, which are mostly humorous with neutral connotations, and less frequently harmful by indulging in vilification. Victimisation can also be interpreted as a countering resistance to incessant vilification. Finally, glorification is generally the weakest voice in memetic discourse.
Meme author’s perspective needs to be considered as the frame of reference, while assigning roles.

Towards complete assimilation, both visual and textual cues should be factored in.

Relevant background context should be acquired before assigning roles.

Ambiguous memes can be categorised as other.

A 3-point Likert scale based mental frame of reference, implying negative, neutral and positive sentiments involved, should steer the connotation adjudication.

All reasonably intelligible (without ambiguity) entities that are referred to in the meme must be considered as valid targets.

Entities with multiple interpretations should be categorised as other.

The role of the original speaker of a quote, as expressed within a meme, must not be presumed.

<table>
<thead>
<tr>
<th>S. No.</th>
<th>Annotation Guidelines</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Meme author’s perspective needs to be considered as the frame of reference, while assigning roles.</td>
</tr>
<tr>
<td>2</td>
<td>Towards complete assimilation, both visual and textual cues should be factored in.</td>
</tr>
<tr>
<td>3</td>
<td>Relevant background context should be acquired before assigning roles.</td>
</tr>
<tr>
<td>4</td>
<td>Ambiguous memes can be categorised as other.</td>
</tr>
<tr>
<td>5</td>
<td>A 3-point Likert scale based mental frame of reference, implying negative, neutral and positive sentiments involved, should steer the connotation adjudication.</td>
</tr>
<tr>
<td>6</td>
<td>All reasonably intelligible (without ambiguity) entities that are referred to in the meme must be considered as valid targets.</td>
</tr>
<tr>
<td>7</td>
<td>Entities with multiple interpretations should be categorised as other.</td>
</tr>
<tr>
<td>8</td>
<td>The role of the original speaker of a quote, as expressed within a meme, must not be presumed.</td>
</tr>
</tbody>
</table>

Table 2: Key considerations in our annotation guidelines.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Resolution Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corona</td>
<td>resolved to Corona Beer (whenever valid).</td>
</tr>
<tr>
<td>Govt.</td>
<td>resolved to Government.</td>
</tr>
<tr>
<td>Putin</td>
<td>resolved to Vladimir Putin.</td>
</tr>
<tr>
<td>CDC</td>
<td>standardised as Centre of Disease Control (CDC).</td>
</tr>
</tbody>
</table>

Table 3: Examples of resolution remarks that we provided to the annotators towards entity identification.

![COVID-19](image1)

(a) COVID-19

![US Politics](image2)

(b) US Politics

Figure 2: Word clouds for (a) COVID-19 and (b) US Politics domains in HVVMemes.

3.1 Annotation Setup

Since entity role labelling is complex and subjective, we formulated clear annotation guidelines, which are summarized in Table 2. Each meme was annotated by three annotators, and the disagreements were resolved with the help of a consolidator. We asked the annotators (i) to identify the entities, and (ii) to assign roles to these entities.

3.1.1 Identifying the Entities

This step requires the annotators to elicit all entities that the meme refers to. This includes persons, norp (nationalities, religious, or political groups), facilities, organizations, geopolitical entities, locations, products, and other, as defined by spaCy’s label scheme for named entity recognition.¹

¹spacy.io/models/en#en_core_web_sm

To assist the annotators, we provided them an exhaustive list of all automatically identified entities along with resolution remarks whenever needed as shown in Table 3. Note that the annotators were not restricted to select entities from our provided list, which can be error-prone as automatic named entity recognition is not perfect; in fact, they were encouraged to add additional entities as needed, e.g., such shown in the image, but not mentioned in the textual part of the meme.

Fig. 2a shows a word cloud visualization of the entities referenced in COVID-19 memes: we can see social, global, political, and economic entities such as coronavirus, China, home, Wuhan, mask, work, etc. Similarly, in Fig. 2b shows a word cloud for US Politics memes, where we see entities like Biden, party, Donald, Democratic, Obama, etc.
To assess the general agreement between the annotators, we considered an agreement towards entity identification if at least two annotators agreed on an entity in the meme. The number of memes with agreed entities was normalised by the total number of memes with at least one valid entity assignment by the annotators. This was done independently of the implied role category, as the emphasis in this first step is on entity identification. The highest agreement towards this was 0.98, which suggests the reliability associated with the annotator’s collective understanding of the task. We followed a similar approach for the overall role-wise inter-annotator agreement; see below.

### 3.1.2 Role Assignment

The annotation was done in three stages: (i) dry-run, (ii) complete annotation, and (iii) consolidation. As part of the dry-run, the annotators and the consolidator annotated a random subset of 250 memes, assigning the entities the roles of hero, villain, victim, and other. Then, we gave them feedback and we trained them carefully by issuing detailed guidelines that included the formal definitions of the role categories and the instructions exemplifying the edge scenarios identified as part of the dry-run disagreements. In the second stage, the annotators performed a complete annotation. This was followed by a third consolidation stage with the help of a consolidator.

Due to the varying annotation responses and co-referencing for each role, conventional annotation agreement measures are not suitable for our setup. We consider an agreement when at least two annotators agree on one of the candidate entities for a particular role, which we formalize as the following role-wise agreement score $a$:

$$a = \frac{v_{agr}}{v_{tot}} \tag{1}$$

We define $v_{agr}$, which refers to the total number of valid agreements, and $v_{tot}$, which is the total number of valid responses, as follows:

$$v_{agr} = \sum_{i=1}^{N} I_i; \quad v_{tot} = \sum_{i=1}^{N} Z_i \tag{2}$$

where $I_i$ is a valid agreement (1, iff two or more annotators agree on an entity in example $i$), $Z_i$ is a valid response (1, iff at least one annotator provides a valid entity as a response in example $i$), and $N$ is the total number of examples in the dataset.

### 3.2 Role-wise Analysis of HVVMemes

The distribution of the referencing entities within our HVVMemes dataset is somewhat skewed towards specific entities as well as towards specific predominant roles for these specific entities. The entities fairly emulate the prevalent trends and discourse topics that social media engagement around the period of the dataset collection reflected, which was at the onset of the COVID-19 pandemic and the surrounding political outlook within the United States of America. We observed that entities like Donald Trump and China were referenced almost equally in COVID-19 memes as a villain and other, while other entities are invariably referenced as other using humor, sarcasm, limerick, etc. For the domain of US Politics, on one hand, entities like Donald Trump, the Democratic Party, the Republican Party, and the Democrats are observed to have similar trend of pre-dominantly being referenced as a villain and other, and on the other hand, as a general trend, most of the memes have at least one vilified reference.

### Table 4: Inter-annotator agreement (IAA) summary for completed (Stage-2) and consolidated (Stage-3) stages of the annotation process.

<table>
<thead>
<tr>
<th>Roles</th>
<th>Covid-19 ($\alpha$)</th>
<th>US Politics ($\alpha$)</th>
<th>Stage-3 Avg. ($\alpha$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stage-2</td>
<td>Stage-3</td>
<td>Stage-2</td>
</tr>
<tr>
<td>Hero</td>
<td>0.30</td>
<td>0.54</td>
<td>0.36</td>
</tr>
<tr>
<td>Villain</td>
<td>0.31</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>Victim</td>
<td>0.21</td>
<td>0.55</td>
<td>0.24</td>
</tr>
<tr>
<td>Other</td>
<td>0.58</td>
<td>0.68</td>
<td>0.76</td>
</tr>
<tr>
<td>Avg.</td>
<td>0.35</td>
<td>0.58</td>
<td>0.48</td>
</tr>
</tbody>
</table>

In the first dry-run stage of the annotation process, the annotators worked on 250 memes, and then we examined their agreement, which was 0.50, 0.35, 0.14, and 0.55, for the roles of hero, villain, victim, and other, respectively, for COVID-19 and US Politics combined. The inter-annotator agreement for stages 2 and 3 is shown in Table 4. We can see that the average agreement scores after the completion stage (stage-2) are 0.35 and 0.48 for COVID-19 and US Politics, respectively. After the consolidation stage (stage-3), these numbers increased to 0.58 and 0.64, respectively.
Table 5: Leaderboard summary for the shared task.

<table>
<thead>
<tr>
<th>Rank</th>
<th>System</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>shiroe</td>
<td>55.76</td>
<td>62.73</td>
<td>58.67</td>
</tr>
<tr>
<td>2</td>
<td>jayeshbankoti</td>
<td>53.58</td>
<td>59.45</td>
<td>56.01</td>
</tr>
<tr>
<td>3</td>
<td>c1pher</td>
<td>53.91</td>
<td>57.25</td>
<td>55.24</td>
</tr>
<tr>
<td>4</td>
<td>zhouziming</td>
<td>54.19</td>
<td>55.36</td>
<td>54.71</td>
</tr>
<tr>
<td>5</td>
<td>smontariol</td>
<td>57.96</td>
<td>44.97</td>
<td>48.48</td>
</tr>
<tr>
<td>6</td>
<td>zjl123001</td>
<td>47.98</td>
<td>44.97</td>
<td>46.18</td>
</tr>
<tr>
<td>7</td>
<td>amanpriyanshu</td>
<td>30.98</td>
<td>34.35</td>
<td>31.94</td>
</tr>
<tr>
<td>8</td>
<td>IIITDWD</td>
<td>25.57</td>
<td>23.79</td>
<td>23.86</td>
</tr>
<tr>
<td>9</td>
<td>rabindra.nath</td>
<td>25.30</td>
<td>25.30</td>
<td>23.72</td>
</tr>
</tbody>
</table>

4 Shared Task Details

The CONSTRAINT 22 Shared Task on Detecting the Hero, Villain, and the Victim in Memes asked to predict which entities are glorified, vilified, and victimised in a given meme. We gave the participants the above-described labeled training and validation datasets, where for each meme, we had the list of corresponding entities and their labeled role. The task was, given a meme and a list of entities, to predict the role of each of these entities in the meme. We provided the data split by topic (COVID-19 and US Politics), as discussed in Section 3. For the test set, we combined and shuffled the memes from the two topics, and we provided the memes with a list of corresponding entities, but no labels.

The task was organized on CodaLab, an open-source platform widely used to host machine learning and data science competitions. Our competition link\(^2\) provided all the necessary resources for the participants including archived news, notifications, and forum posts communicated during the running of the competition. We allowed the participants a maximum of 25 submissions, and the best submission was considered for the leaderboard.

The official evaluation measure was macro-F1 score, as we have an imbalanced multi-class problem. We further report precision and recall.

5 Participation and Results

The total of 105 teams registered for the competition, and nine of them made submissions to the leaderboard, making a total of 71 attempts to improve their scores. The teams tried a variety of approaches, and below we discuss the approaches by the six teams who also submitted a system description paper with information about their runs.

- **shiroe/jayeshbankoti** (Kun et al., 2022) achieved the best results overall. One of the distinctive approaches that the authors followed was to make use of Celebrity face detection from the input meme images using Giphy’s Github.\(^3\) In addition, a sub-image detector using YoloV5\(^4\) leveraged the bounding boxes for memes with multiple images. This was input into an ensemble model of DeBERTa (He et al., 2021) + RoBERTa (Liu et al., 2019) + ViLT (Kim et al., 2021) + EfficientNetB7 (Tan and Le, 2019) with averaging of the predictions in the final layer. Though they incorporated a celebrity detector, the lack of other external knowledge limited their system performance. Their source code is available at https://bitbucket.org/logicallydevs/constraint_2022/src/master/.

- **c1pher** (Singh et al., 2022) were ranked third. It is remarkable that they achieved this result using just the text input. They formulated the problem as a Multiple Choice Question Answering Task (MCQA), and they used an ensemble of three modules: twitter-xlm-roberta + COVID-BERT (Müller et al., 2020) + BERT-tweet (Nguyen et al., 2020). They further added a sentiment module trained using RoBERTa, with the final classification layer comprising Support Vector Machine (SVM). A major drawback of this approach is that they ignored the image as an input altogether.

- **zhouziming/zjl123001** (Zhou et al., 2022) leveraged the Visual Commonsense Reasoning (VCR) framework in a multimodal model. They built an ensemble of VisualBERT (Li et al., 2019) + UNITER (Chen et al., 2020) + OSCAR (Li et al., 2020) + ERNIE-Vil (Yu et al., 2021), combined using an SVM. To handle the disproportionately large number of Other examples, they introduced loss-reweighting. The lack of sufficient external knowledge and position information about the OCR text with the image restricted their system performance. Their source code is available at https://github.com/zjl123001/DD-TIG-Constraint.

\(^2\)https://codalab.lisn.upsaclay.fr/competitions/906
\(^3\)http://github.com/Giphy/celeb-detection-oss
\(^4\)https://github.com/ultralytics/yolov5
Table 6: Models used by the participants as part of their system submissions. **R-BERT**: RoBERTa, **D-BERT**: DeBERTa, **EB7**: EfficientNetB7, **OFA**: Once-for-All, **ViLT**: Visual and Language Transformer, **ViT**: Visual Transformer, **VB**: Visual BERT, **U**: UNITER, **O**: OSCAR, **E-V**: ERNIE-Vil, **SVM**: Support Vector Machines, **XGB**: XGBoost, **BF**: Block Fusion and **W-P**: Wu-Palmer.

<table>
<thead>
<tr>
<th>System</th>
<th>R-BERT</th>
<th>D-BERT</th>
<th>CLIP</th>
<th>EB7</th>
<th>OFA</th>
<th>ViLT</th>
<th>ViT</th>
<th>VB</th>
<th>U</th>
<th>O</th>
<th>E-V</th>
<th>SVM</th>
<th>XGB</th>
<th>BF</th>
<th>VADER</th>
<th>W-P</th>
</tr>
</thead>
<tbody>
<tr>
<td>shiroe</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>c1pher</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>zhouziming</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>smontariol</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>IIITDWD</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>rabindra.nath</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

- **smontariol** (Montariol et al., 2022) experimented with sampling to handle data imbalance, trying six strategies. On top of that, they used an ensemble of CLIP (Radford et al., 2021) + VisualBERT + OFA (Cai et al., 2020) with XGBoost as the final layer for classification. The potential limitations of this approach include OCR errors and issues with image-text correspondence. Their source code is available at https://github.com/smontariol/mmsrl_constraint.

- **IIITDWD** (Fharook, 2022) combined sentiment- and lexicon-based approaches to associate sentiment polarity and roles with each entity. For sentiment classification, they used VADER\(^5\). Moreover, to associate commonly used words for hero, villain, and victim, they developed a corpus and used Wu-Palmer similarity.\(^6\) The way was done and its impact are described in insufficient detail. Their source code is available at https://github.com/fharookshaik/shared-task_constraint-2022.

- **rabindra.nath** (Nandi et al., 2022) proposed an approach using BLOCK fusion (Benyounes et al., 2019) for combining the image with text embeddings. They used a combination of ViT (Bobicev and Sokolova, 2017) and BERT (Devlin et al., 2019) for the image and for the text, respectively, followed by SVM as the final layer for classification. The empirical approach limits their system performance despite adding several data augmentation techniques. Their source code is available at https://github.com/robi56/harmful_memes_block_fusion.

The evaluation results for the above systems are shown in Table 5. We can see that the macro-F1 scores range between 58.67 and 23.72, with a mean of 44.31 and a median of 48.48.

Table 6 further gives a summary of the most important components of the participating systems. We can see that one commonly used architecture is BERT and its variants, including multi-modal variants, whereas SVM is the preferred way to combine the components of ensemble systems.

6 Conclusion

Understanding and interpreting the connotations behind the entities in a meme is a difficult problem, which we pioneered in this shared task. Given a meme and a list of entities, the task asks to detect the role of each entity as a hero, a villain, a victim, or other. We curated HVVMemes, a large-scale meme dataset of 7,000 memes spanning the domains of COVID-19 and US Politics, annotated with the entities they refer to as well as with their role. The shared task attracted 105 registered participants, out of which nine made official submissions, and six submitted papers describing their systems. We hope that our dataset and task setup will enable further research towards understanding how entities are portrayed in memes.
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Abstract

The memes serve as an important tool in online communication, whereas some hateful memes endanger cyberspace by attacking certain people or subjects. Recent studies address hateful memes detection while further understanding of relationships of entities in memes remains unexplored. This paper presents our work at the Constraint@ACL2022 Shared Task: Hero, Villain and Victim: Dissecting harmful memes for semantic role labelling of entities. In particular, we propose our approach utilizing transformer-based multimodal models through a visual commonsense reasoning (VCR) method with data augmentation, continual pretraining, loss re-weighting, and ensemble learning. We describe the models used, the ways of preprocessing and experiments implementation. As a result, our best model achieves the Macro F1-score of 54.707 on the test set of this shared task\(^1\).

1 Introduction

Memes are getting popular as a communication tool on social media platforms for expressions of opinions and emotions, conveying a subtle message through multimodal information from both images and texts. However, memes are increasingly abused to spread hate instigate social unrest and therefore seem to be a new form of expression of hate speech on online platforms (Bhattacharya, 2019).

Automatic hateful memes detection is difficult since it primarily requires context and external knowledge to understand online speech, which sometimes can be very short and contains nuanced meaning (Pramanick et al., 2021). A new type of challenging task has been introduced by The Hateful Memes Challenge (Kiela et al., 2020) proposed by Facebook AI to leverage machine learning models to address hateful memes detection problems, which can only be solved by joint reasoning and understanding of visual and textual information (Zhu, 2020).

In previous studies, researchers focus on binary classification problems, labelling a meme as hateful or non-hateful based on image and text features (Afridi et al., 2020). Moreover, the relationships of entities in memes remain unexplored, and the task of role labelling of entities in hateful memes can be more sophisticated.

The Constraint@ACL2022 Shared Task: Hero, Villain and Victim: Dissecting harmful memes for semantic role labelling of entities offers us a perspective on this issue (Sharma et al., 2022). This task aims to promote the detection and classification of glorified, vilified or victimized entities within a meme. The shared dataset concerns memes from US Politics domains and Covid-19. Covid-19-related online hostile content especially demands to be detected as early as possible after their appearance on social media.

In this paper, we present our work on this task. Specifically, mainstream multimodal models of transformer-based architecture are applied through a visual commonsense reasoning (VCR) method, with the leverage of continual pretraining to fit models with our dataset. Then, data augmentation and loss re-weighting are implemented to improve the performance of models. The predictions from variant models are combined in a machine learning method to produce final results.

2 Related Work

Hateful memes understanding and reasoning is a vision and language task. Current state-of-the-art Vision-Language machine learning models are based on the transformer architecture (Vaswani et al., 2017). Multimodal models learn the joint visual and textual representations through self-supervised learning that utilize large-scale unlabelled data to conduct auxiliary tasks (Chen et al., 2022), including masked language modelling based
on randomly-masked sub-words, masked region prediction and image-text matching. Among these models, there are two prevalent approaches: single-stream and dual-stream (Du et al., 2022).

In single-stream architecture, the representations of two modalities are learned by a single transformer encoder. Particularly, the text embeddings \( L = \{w_1, w_2, w_3, \ldots, w_l\} \) and image features \( V = \{o_1, o_2, o_3, \ldots, o_k\} \) are concatenated together as \( X = \{L \parallel V\} \), added some special embeddings to indicate position and modalities, and fed into a transformer-based encoder.

There are many implementations in single-stream models, such as VisualBERT (Li et al., 2019), UNITER (Chen et al., 2020), OSCAR (Li et al., 2020).

In dual-stream models, the image and text features are first sent to two independent encoders. Then two features are separately fed into cross-modal transformer layers, where the query vectors are from one modality while the key and value vectors are from another. They are responsible for exchanging the information and aligning the semantics between the two modalities \( L \) and \( V \). The formula of cross-modal transformer layers is represented as follows.

\[
L_i^m = \text{CrossAtt}_{L \rightarrow V}(L_i^{m-1}, \{V_i^{m-1}, \ldots, V_k^{m-1}\}) \quad (1)
\]

\[
V_i^m = \text{CrossAtt}_{V \rightarrow L}(V_i^{m-1}, \{L_i^{m-1}, \ldots, L_l^{m-1}\}) \quad (2)
\]

where \( m \) is the \( m^{th} \) cross-attention layer, \( k \) is the number of visual tokens, and \( l \) is the length of text tokens.

Following each cross-attention layer, there is also a layer computing the self-attention of each modality independently. Features are combined at the end of the model.

Several dual-stream models have been proposed in former studies, such as LXMERT (Tan and Bansal, 2019), ERNIE-Vil (Yu et al., 2020), DeVLBERT (Zhang et al., 2020), VilBERT (Lu et al., 2019).

### 3 Task Definition

Given the image and transcribed text of a meme, the role of a certain entity in this meme will be determined as hero, villain, victim or other, which can be interpreted as a multi-class classification task.

- **Input**: a meme image \( V \), text transcriptions \( L \), a entity \( E \)

- **Output**: \( y \in \{\text{hero, villain, victim, other}\} \)

The official evaluation measure for the shared task is the macro-F1 score for the multi-class classification.

### 4 Data Composition

The dataset provided in this task is a combination of memes from Covid-19 and US Politics domain. Every sample in the train and validation set contains an image, a transcription of texts and a list of entities with annotated labels. The shared task organizers provide the definitions for each class:

- **Hero**: the entity is presented in a positive light, glorified for its actions.
- **Villain**: the entity is portrayed negatively, e.g., in an association with adverse traits like wickedness, cruelty, hypocrisy, etc.
- **Victim**: the entity is portrayed as suffering the negative impact of someone else’s actions or conveyed implicitly within the meme.
- **Other**: the entity is not a hero, a villain, or a victim.

We present the distribution of entities’ roles in Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Covid-19</th>
<th>US Politics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train</td>
<td>Hero: 190, 662, 360, 6022</td>
<td>Hero: 285, 1765, 550, 7680</td>
</tr>
<tr>
<td>Val</td>
<td>Villain: 662, 360, 6022</td>
<td>Villain: 224, 73, 915</td>
</tr>
<tr>
<td>Test</td>
<td>Victim: 360, 6022</td>
<td>Victim: 58, 1087</td>
</tr>
<tr>
<td></td>
<td>Other: 6022</td>
<td>Other: 674</td>
</tr>
</tbody>
</table>

|          | Hero: 285, 1765, 550, 7680 | Hero: 34, 224, 73, 915 |
| Train    | Villain: 1765, 550, 7680 | Villain: 31, 226, 56, 830 |
| Val      | Victim: 550, 7680 | Victim: 224, 73, 915 |
| Test     | Other: 7680 | Other: 830 |

Table 1: Numbers of sample for each role label in Covid-19 and US Politics domain

There is a considerable imbalance in the distribution of entities’ roles where the “other” class accounts for more than 80 percent of the whole
dataset. Meanwhile, the distribution of entities’ frequency also shows a disparity. We present some most frequent entities with their roles distribution in Figure 1.

<table>
<thead>
<tr>
<th>Entity</th>
<th>Hero</th>
<th>Villain</th>
<th>Victim</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>donald trump</td>
<td>47</td>
<td>560</td>
<td>68</td>
<td>708</td>
</tr>
<tr>
<td>coronavirus</td>
<td>3</td>
<td>68</td>
<td>12</td>
<td>661</td>
</tr>
<tr>
<td>joe biden</td>
<td>22</td>
<td>183</td>
<td>17</td>
<td>587</td>
</tr>
<tr>
<td>barack obama</td>
<td>39</td>
<td>90</td>
<td>28</td>
<td>488</td>
</tr>
<tr>
<td>mask</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>326</td>
</tr>
<tr>
<td>work from home</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>272</td>
</tr>
<tr>
<td>2020</td>
<td>-</td>
<td>35</td>
<td>-</td>
<td>167</td>
</tr>
<tr>
<td>democratic party</td>
<td>-</td>
<td>161</td>
<td>24</td>
<td>115</td>
</tr>
</tbody>
</table>

Figure 1: Roles distribution of most frequent entities

5 System Descriptions

5.1 Preparation

For visual feature preprocessing, we use the pretrained Mask-RCNN model provided in the detectron2 framework\(^3\) to obtain the object detection based region feature embedding \(V = [o_1, o_2, \ldots, o_k]\) of images. Detectron2 is proposed by Facebook AI with state-of-the-art detection and segmentation algorithms. Specifically, 50 boxes of 2048 dimensions region-based image features are extracted for every meme. For the text transcriptions, we make the content lower-case and remove punctuation and stopwords with NLTK library (Loper and Bird, 2002).

5.2 Vision and Language Models

Four mainstream multimodal models of VL transformer architectures are applied in this work, namely: VisualBERT, UNITER, OSCAR, and ERNIE-Vil.

**VisualBERT** (Li et al., 2019), known as the first image-text pre-training model, uses the visual features extracted by Faster R-CNN, concatenates the visual features and textual embeddings, and then feeds the concatenated features to a single transformer initialed by BERT.

**UNITER** (Chen et al., 2020) learns contextualized joint representation of both visual and textual modalities through local alignment in the reconstruction of masked tokens/regions across modalities, powering heterogeneous downstream V+L tasks with joint multimodal embeddings.

**OSCAR** (Li et al., 2020), instead of simply using image-text pair, adds object tags detected from the image and represent the image-text pair as a \(<\text{Word}, \text{Tag}, \text{Image}>\) triple to help the fusion encoder better align different modalities.

**ERNIE-Vil** (Yu et al., 2020), as a typical dual-stream model, enhances the model with the application of scene utilizing scene graphs of visual scenes, which can learn the joint representations characterizing the alignments of the detailed semantics across vision and language.

For domain adaptation, we carry out continual pretraining on our dataset to reduce the distribution gap between the pretraining dataset and our memes dataset. Masked Language Modeling (MLM) pre-training task is taken on pretraining VisualBERT-large, UNITER-large, and OSCAR-large model.

5.3 VCR Implementation

Visual Commonsense Reasoning (VCR) focuses on a higher-order cognitive and commonsense understanding of relationships of the visual components in the image (Zellers et al., 2019). Former studies take a question, answer choices and an image into models to predict the right answer as a multi-class classification problem (Su et al., 2019). We modify this method’s input and output format to conduct our experiments.

As can be seen in Figure 2, we concatenate the given entity and text tokens as the textual input with a separate token \([SEP]\), while different segment embedding will be added respectively to indicate their states. Then, textual input and visual will be concatenated in the single-stream model like VisualBERT. They would be separately sent into encoders in the dual-stream model like ERNIE-Vil. In the single-stream model, the final output feature of \([CLS]\) element is taken. In the dual-stream model, textual and visual features are fused through sum or multiplication. Then, features are fed to a linear layer with softmax to predict the role of the given entity.

The final objective is to minimize the cross-entropy (CE) loss between the predicted distribution and the targeted role category, which can be formally defined as:

\[ \text{Loss} = - \sum_{i} y_i \log p_i \]

---

\(^3\)https://github.com/facebookresearch/detectron2
5.4 Loss Re-weighting
A loss re-weighting strategy has been applied in our experiment since the "other" class accounts for the overwhelming majority of entries in samples, while hero, villain, and victim roles shall be stressed. Thus, our new loss function is defined as follows:

\[
p(x) = \frac{\exp(g(x)_i)}{\sum_{j=1}^{N} \exp(g(x)_j)}
\]  
\[
L = -\sum \log p(x) \cdot y
\]  
where \( g(x) \) is the output of the FC layer and \( N \) is the number of labels.

5.5 Data Augmentation
We adopt the data augmentation with the back-translation strategy. Specifically, the provided text of each meme is paraphrased with Baidu translation API: English-Chinese-English and English-French-English. Diverse sentences are produced for each meme to enrich our dataset.

5.6 Ensemble Learning
We train these four base models with different seeds to produce a total of 16 models. The predicted scores on validation set are generated by all models. Then, a SVM model is trained with the predictions and true labels. In the testing phase, the predictions on the test set are fed into the trained SVM model to make final ensemble predictions.

5.7 Experimental Setting
For continual pretraining on VisualBERT, OSCAR, and UNITER, each word in the text transcriptions is randomly masked at a probability of 15 percent. The final output feature corresponding to the masked word is fed into a classifier over the whole vocabulary, driven by softmax cross-entropy loss.

We finetune all models with a focal loss (Lin et al., 2017) and a batch size of 16. The max sequence length is set at 256. The Adam optimizer is used with a learning rate of 1e-5 and 10 percent linear warm-up steps. VisualBERT, OSCAR, and UNITER are trained for 10 epochs and ERNIE-Vil models are trained for 10000 steps. The weights with the best scores on the validation set are saved and used for inference on the test set.
6 Results and Discussion

In Table 2, we present the results of our experiments in a step by step manner. We started with finetuning base models provided by original authors. Then, VisualBERT-large, UNITER-large, and OSCAR-large models are pretrained on our dataset with MLM task and finetuned on our task. After that, ensemble learning is implemented to combine results of various models. We evaluate our models using official metrics Macro F1-score on test set.

ERNIE-Vil has been the SoTA model on the multimodal task leaderboard and in this task it also achieves competitive performance at 50.9 on the test set without further continual pretraining, which outperforms all the single-stream models by over 2 in Macro F1-score. We consider that through incorporating structured knowledge obtained from scene graphs during cross-modal pretraining, ERNIE-Vil learns more knowledge which benefits the downstream task.

Meanwhile, VisualBERT-large, UNITER-large, and OSCAR-large models shows improvements in performance through continual pretraining, which can be interpreted as domain adaptation on our dataset.

Ensemble learning remarkably raises our score by 3.5 than the best single model, which achieves the best score for our submission in this task.

6.1 Error Analysis

A classification report is presented in table 3, which allows us to do further assessments on our system.

Our system has a relatively poor performance on the class Hero. On the one hand, we interpret it as a lack of sample of this class in the training set. It is insufficient for our model to learn the features of this class. On the other hand, through observing bad cases, we find some memes need considerable external knowledge about history and politics, which can even be challenging for human beings to comprehend and do classification.

6.2 Future Directions

In our experiment, we use an End2End solution to do roles classification, concatenating the entity with input sequence as a <entity, text, image> triplet. However, we do not directly point out the entity’s corresponding region in the image. Some other researchers (Li et al., 2020) have discussed this problem: it is naturally weakly-supervised learning since there are no explicitly labelled alignments between regions or objects in an image and words or phrases in the text. We hypothesize that our model can not align some unusual entities correctly with its image and text. Moreover, comprehending a meme in the political domain heavily relies on knowledge, while the size of the whole dataset is relatively small, so our continual pretraining on a task-specific dataset is far from sufficient. There are two directions for further development of our system on this issue. On the one hand, more in-domain data can be incorporated to enlarge the dataset. On the other hand, knowledge-based models or external knowledge sources can be introduced to help the model understand the background and reason the relations of entities.
7 Conclusion

In this paper, we have exploited a VCR approach to tackle the role labelling of entities in hateful memes, which is a novel task in multimodal understanding and reasoning. Four popular transformer-based multimodal models, VisualBERT, UNITER, OSCAR, and ERNIE-Vil are applied as base models while strategies like loss re-weighting and data augmentation are implemented during the training of models. Then, continual pretraining is taken for domain adaptation and achieves better performance. Ensemble learning of variant models achieves the impressive Macro F1-score of 0.5470 on the final (unseen) test set.
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Abstract

Identifying good and evil through representations of victimhood, heroism, and villainy (i.e., role labeling of entities) has recently caught the research community’s interest. Because of the growing popularity of memes, the amount of offensive information published on the internet is expanding at an alarming rate. It generated a larger need to address this issue and analyze the memes for content moderation. Framing is used to show the entities engaged as heroes, villains, victims, or others so that readers may better anticipate and understand their attitudes and behaviors as characters. Positive phrases are used to characterize heroes, whereas negative terms depict victims and villains, and terms that tend to be neutral are mapped to others. In this paper, we propose two approaches to role label the entities of the meme as hero, villain, victim, or other through Named-Entity Recognition (NER), Sentiment Analysis, etc. With an F1-score of 23.855, our team secured eighth position in the Shared Task @ Constraint 2022.

1 Introduction

The availability of smartphones and the internet has caught the interest of today’s youth in social media. These applications provide a large platform for users to communicate with the outside world and share their thoughts and opinions. With these advantages comes a disadvantage: many people exploit the platform to spread offensive content on social media under the guise of freedom of expression (Boon, 2017). This incendiary material is usually directed towards a single person, a small group of people, a religious group, or a community. People create offensive content and aggressively spread it over social media (P. Fortuna, 2018; T. Davidson, 2017). For many purposes, including commercial and political benefit, this type of information is created (Jeff Goodwin and Polletta, 2009; Biradar et al., 2022). This type of communication can disturb societal harmony and spark riots. It also has the ability to have a negative psychological impact on readers. It has the potential to harm people’s emotions and behavior (Stieglitz and Dang-Xuan, 2013; Biradar et al., 2021). As a result, identifying such content is crucial. Further, researchers, politicians, and investors are working to build a reliable method for dissecting the dangerous memes present over the internet.

Framing allows a communication source to portray and describe a problem within a "field of meaning" by employing conventional narrative patterns and cultural references (Scheufele, 1999). By connecting with readers’ existing knowledge, cultural narratives, and moral standards, framing helps to construct events (Green). It can portray the characters in a story as heroes, villains, or victims, making it easier for the audience to anticipate and comprehend their attitudes, beliefs, decisions, and actions. Narrative frames can be found in various media, including memes, films, literature, and the news. Narrators use emotionality to plainly distinguish between good and evil through vivid descriptions of victimization, heroism, and villainy, which is a major feature of the popular storytelling culture (Diego Gomez-Zara, 2018). Positive adjectives are used to portray heroes, whereas negative terms depict victims and villains. In popular culture, heroes represent bravery, great accomplishments, or other noble attributes, whereas villains represent malicious intents, conspiring, and other undesirable characteristics (Diego Gomez-Zara, 2018). To summarise, narrative frames are essential for understanding new situations in terms of prior ones and therefore making sense of the causes, events, and consequences.

The standard method for detecting frames of the narrative is by examining the semantic relationships between the various elements in the meme about the events it portrays. Understanding the events in a narrative and the roles that the entities
in that meme play in those events, on the other hand, is a complex, tough, and computationally expensive task.

Thus, rather than determining all of the specific events and event types described in the meme, as well as the semantic relationships among the entities involved in those events in great detail, we propose methodologies in which the entities are analyzed at a much higher level of abstraction, specifically in terms of whether they hold the qualities of heroes, victims, villains, or none as conveyed by the terms used to characterize them. As a result, we arrive at a rather basic realization. The terms nearest to each entity are evaluated for their sentiment polarity or closeness to associated terms with heroes, villains, or victims.

2 Literature review

The topic of entity role detection from narrative has recently piqued the interest of several corporate and academic researchers in recent times. However, there were just a few efforts to extract knowledge and present it from newspaper articles that especially utilized the newspaper article bodies to derive meaning, focusing on the headline (Boon, 2017; Dor, 2003; Diego Gomez-Zara, 2018). But there have been hardly any attempts to identify the entities that had been exalted, demonized, or victimized (Melodrama and of Communication, 2005). Instead, studies were conducted to see how satire delivered through the means of internet memes affects brand image (Christopher Kontio). However, no existing approach has been able to handle harmful content identification in multimodal data employing the role labeling notion. In this paper, the emphasis is on detecting which entities are vilified, glorified or victimized in a meme by assuming the frame of reference from the meme author’s perspective (Sharma et al., 2022).

3 Task and Dataset description

3.1 Task

As noted in the competition’s problem statement, the focus is on recognizing whether entities are glorified, condemned, or victimized within a meme by assuming the meme author’s frame of reference.

Given a meme and an entity, the task is to determine the role of each entity detected in the meme as hero or villain or victim or other. The constraint here is that the meme has to be analyzed from the perspective of the author of the meme (Sharma et al., 2022).

3.2 Dataset description

The dataset for this task was provided by the organizers of the competition Shared Task @ Constraint 2022. This dataset is a collection of memes and their associated entities from two domains: Covid-19 and US Politics. It is organized into three parts: train, validation, and test set, respectively. Each item of the dataset from train and validation contains an image of the meme and its pre-extracted OCR with its entities mapped to Hero, Villain, Victim, and Other Categories. A sample item of the dataset can be seen in Figure 1.

Figure 1: Train/Validation Dataset sample

Each item of the test dataset contains an image of meme and its corresponding pre-extracted OCR and its entities. The total dataset contains 6920 items, and a detailed domain-wise distribution of train, validation, and test sets can be seen in Table 1.

4 Methodology

This study has proposed two submissions based on two different methods. In the first method, we perform entity recognition then sentiment analysis.
In the second method, we perform entity recognition and then use Wu-Palmer similarity (S. Bird, 2009) to calculate similarity scores of entities with each of the roles, i.e., hero, villain, victim, and other.

4.1 Data Processing

The following data processing steps were performed while creating an end-to-end system, i.e., given a meme image, the OCR text recognizes the entities present in that meme by performing entity recognition on the text. However, in the competition, as the entities are already recognized and given as an entity list, we can skip the entity recognition step here for the competition.

Then each entity is linked to its corresponding parts of the sentence (words surrounding the entity) present in the OCR text of that respective meme. Here a fair assumption was made that the words nearer to the entities weigh more than those farther from the entity in its role assignment. So first, we search for entity occurrence in the OCR sentences. Then using a window approach (i.e., selecting the n-words occurring before that entity and the n-words occurring after the entity), we create a sub-part of that sentence. By doing this on the whole OCR of that respective meme, we create a list of sub-sentences, one for each entity present in that particular meme as shown in Figure 2.

![Figure 2: Entity sentence linking example](image)

4.2 Methods and models

In this study, two different frameworks have been experimented for role detection. The description of the frameworks are discussed in the following subsections.

### 4.2.1 Framework-I

1. For each entity given in a particular meme, identify the words close (i.e., surrounding words) to these entities by linking the entity sentence.

2. Perform sentiment analysis to determine the polarity of these words, thus making out the sentiment attributed to the entity.

3. Use sentiment polarity to role label the entities, according to the proposed semantic classes.

   After performing entity sentence linking, we determine the sentiment score of the words (sub-sentences) linked with an entity; we do this for all the entities mentioned in that particular meme. To do this, we calculate the sentiment (i.e., word polarity) for each word using a standard toolkit like VADER-Sentiment (as it has a huge vocabulary of the word polarities), thus getting a polarity for each word, which ranges between [-1, 1] (i.e., very-negative to very-positive). These sentiment polarities are then summed up for each sentence. Finally, the sentiment polarities for each sentence are normalized and then averaged to get an overall sentiment ascribed for the entity.

   As we know, that hero is linked with positive words with positive sentiment. Similarly, victims and villains are linked with negative words with negative sentiments. If the words (sub-sentences) have no polarity, they don't glorify or vilify or victimize any entity thus semantically similar to the class "other" as described in Figure 3.

### 4.2.2 Framework-II

1. For each entity given in a particular meme, identify the words close (i.e., surrounding words) to these entities by linking the entity sentence.

2. Determine the resemblance of these words with the words used to describe heroes, villains, and victims by curating word sets or dictionaries for each role.

3. Role label the entities by analyzing their similarity scores with those of hero, villain, and victim. If the scores are zero or almost the same, role label it to "other" class.

---

2[https://pypi.org/project/vaderSentiment/](https://pypi.org/project/vaderSentiment/)
After performing entity sentence linking, we create three dictionaries, one for each hero, villain, and victim containing the words or terms similar to them, respectively. Then by using a method like Wu-Palmer similarity\(^3\) we calculate the similarity score of each word from the entity-sentence linking step with hero dictionary, villain dictionary, victim dictionary to create the similarity dictionary Figure 5. Then the similarity score for each entity is determined by summing the similarity scores of all the words found in the sub-sentences. Then it is normalized to get an overall similarity of a particular entity with the roles of hero, villain, victim, and others. We assign an entity to the role whose similarity score is the highest using these similarity scores. If the similarity scores with each of the roles are almost similar or zero, we assign it to the class "other" in the proposed role assignment approach as described in Figure 4. Implementation details of the proposed model are made publicly available \(^4\).

5 Results

In the competition, teams were ranked based on macro F1-Score across all the classes. The suggested method and model secured the eighth position in the competition for the task of dissecting harmful memes for Semantic role-labeling of entities. Table 2 shows the rankings of various teams, and the performance of the proposed system is indicated in bold letters.

The model performs well in the role labeling task. However, in some cases, the model under performs in identifying the categories due to the difficulty in capturing some of the attributes or traits related to the roles. As a result, the overall systems’ macro F1-score has been low at 23.855. In addition, the ensembling of multiple NLP sub-tasks also have contributed to the decrease of the F1-score of the system. The systems’ performance can be further improved by modeling those NLP sub-tasks in the proposed methods using better parameters which could potentially increase the score.

6 Conclusion and future enhancement

The current system implementations use NLP techniques such as entity recognition, sentiment analysis, and word sets and dictionaries, all of which have shown promising results in the role labeling task. Across all classes, the existing system implementation produced a good F1 score. However, as the model is based on simple proximity measures, it has issues when dealing with OCR text that contains composite grammatical structures such as indirect speech, passive voice etc. In this experiment, the n-words window size used for data processing is n=3. As a result, there is potential

---


\(^4\)The source code for reproducing our work can be found at https://github.com/fharookshaik/shared-task_constraint-2022

---

Table 2: Top performing teams in the Competition

<table>
<thead>
<tr>
<th>SL. no</th>
<th>Username / Team Name</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Shiroe</td>
<td>58.671</td>
</tr>
<tr>
<td>2</td>
<td>jayeshbanukoti</td>
<td>56.005</td>
</tr>
<tr>
<td>3</td>
<td>c1pher</td>
<td>55.240</td>
</tr>
<tr>
<td>4</td>
<td>zhouziming</td>
<td>54.707</td>
</tr>
<tr>
<td>5</td>
<td>smontariol</td>
<td>48.483</td>
</tr>
<tr>
<td>6</td>
<td>zjl123001</td>
<td>46.177</td>
</tr>
<tr>
<td>7</td>
<td>amanpriyanshu</td>
<td>31.943</td>
</tr>
<tr>
<td>8</td>
<td>Team IIITDWD (fharookshaik)</td>
<td><strong>23.855</strong></td>
</tr>
<tr>
<td>9</td>
<td>rabindra.nath</td>
<td>23.717</td>
</tr>
</tbody>
</table>

---

![Figure 3: Framework-I architecture](image-url)
for various future changes to increase the system’s performance.

Further, in future experiments and add-ons, we plan to leverage some of the SOTA(State Of The Art) machine learning models such as SVM to discover distinct sentiment polarity boundaries for various sub-tasks to enhance the working of sub-tasks and thereby improving the system’s role labeling performance.
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Abstract
This paper describes our system for the Constraint 2022 challenge at ACL 2022, whose goal is to detect which entities are glorified, vilified or victimised, within a meme. The task should be done considering the perspective of the meme’s author. In our work, the challenge is treated as a multi-class classification task. For a given pair of a meme and an entity, we need to classify whether the entity is being referenced as Hero, a Villain, a Victim or Other. Our solution combines (ensembling) different models based on Unimodal (Text only) model and Multimodal model (Text + Images). We conduct several experiments and benchmarks different competitive pre-trained transformers and vision models in this work. Our solution, based on an ensembling method, is ranked first on the leaderboard and obtains a macro F1-score of 0.58 on test set. The code for the experiments and results are available at here.

1 Introduction
The rapid rise in the amount of harmful content being spread online is becoming a major societal challenge, with still unknown negative consequences. Large resources have been invested by many actors in the field of social media to shield users from harmful content. It is imperative to understand in a systematic way how information is spread, and be able to scalably monitor existing narratives and flag hateful ones circulating using technology. One way this is done is using entity recognition coupled with entity sentiment (Kiritchenko et al., 2021). The former technique is to support OSINT(open source intelligence) analysts in understanding who or what are the subjects of discussion, and the latter automates the process of analysing if they are coupled with positive or negative feelings, in order to assist with understanding the stance of online users on specific topics. Efforts to tackle this challenge were mainly focused on English-language text-based data formats such as articles (Wankhade et al., 2022). However, the complexity of content being posted online has drastically increased over time, and the challenge of harmful content detection now extends to multimedia, including memes (Alam et al., 2021). The emergence and proliferation of memes on social media have made their analysis a crucial challenge to understand online interactions. A point can also be made about the study of entities sentiment online, as the polarising portrayal of famous (or infamous) personalities or institutions often give rise to inflammatory views and content.

Extracting insights from memes is a novel field and still has a lot of opportunities for growth. The multimodality of text and image adds a layer of complexity which contains more information, but is also harder to extract. Indeed each modality needs to understand their intrinsic properties but also capture cross-modal semantic understanding (Müller-Budack et al., 2021). This paper delves into the field of multimodal semantic role labelling, a new task with particular challenges.

Examples of the multimodal dataset (Sharma et al., 2022) used to tackle this problem and provided as part of the CONSTRAINT competition are presented in Figure 1. The first sample shows a meme image displaying two politicians from opposite parties separated on two sides of the image, with text around them, as well as the associated JSON line input with the extracted text from the image (also known as Optical Character Recognition or OCR), as well as the entities’ mentioned labelled roles. In this case, all entities are referenced in the text of the image. In the second sample, however, we notice that not all are mentioned in the text, and visual information is needed to classify all entities.

Depending on the textual information in the image, textual role classification is insufficient as some memes’ underlying message requires under-
standing of the visual information it contains, especially with the use of humour and sarcasm often associated with the format.

The work done in this competition aims at finding unique and effective ways of tackling harmful meme classification as seen in the current social media space. An algorithm is designed for the task of role labelling for memes using a twin model (and ensemble) method. This Siamese network is constructed by combining the output of pre-trained State-of-the-Art (SoTA) models for both the visual components in the form of a CNN (Efficientnet-B7 (Tan and Le, 2019)) and for textual components using a transformer (DeBERTa (He et al., 2020)). The feature outputs obtained from both branches are then combined to obtain a final solution. Data analysis and investigation into potential bias in the dataset are also conducted to contextualise the task and present the difficulties of curating accurate multimodal datasets aimed at tackling the task for data in the wild (Gao et al., 2021). In this paper, an overview of past work in the field is presented (section 2), followed by a deep dive into the problem statement as well as the method followed to respond to it (section 3), then data analysis (section 4). Experiments ran are presented in section 5, with results and discussion in section 6, and finally conclusion (section 7).

2 Related Work

There have been some work done with respect to semantic role labelling in text. The idea of ABSA (Aspect Based Sentiment Analysis) works along the same line. Hence, utilisation of DeBERTa has provided the SoTA results (Silva and Marcarcini) due to the disentangled attention improving the focus more on the positional embeddings rather than just based on the word embeddings. Hence, improved results were also obtained in various SNLI task for this algorithm (He et al., 2020). They are nowadays very popular in Natural Language Processing (NLP) as they usually get SoTA for a variety of NLP tasks such as classification, sentiment analysis, Named Entity Recognition, Translation, Question Answering, etc.

Classifying memes into relevant classes is a field that has got much more interest over the past few years. The Facebook Hateful meme competition (Kiela et al., 2020) was a very publicised initiative to try and augment the field’s capabilities. The task was a binary classification of hateful/not hateful meme based on a dataset curated by META. The winning solutions all comprised of ensembles of multimodal models. The Memotion competitions (Sharma et al., 2020) are another example of work done in the meme space. This time, the classification was based on sentiment (positive, negative, neutral), as well as the strength of the sentiment and the underlying aim of the meme (satirical, humour or harmful). Multimodal models here also obtained the top scores.

Multimodal models have seen a change over the past few years from twin networks like Siamese (Gu et al., 2018) to models pretrained on multiple multimodal tasks such as image captioning and visual question answering using transformers (Devlin et al., 2018). Object detection is used in these models to extract image features thanks to pre-trained two-staged detectors Faster R-CNN model (Ren et al., 2015)), or single-stage detectors (YOLO V3 (Adarsh et al., 2020)). Inspired by BERT (Devlin et al., 2018), models such as Uniter (Chen et al., 2019) and VisualBERT (Li et al., 2019b) use a transformer architecture to jointly encode text and images, while LXMERT (Tan and Bansal, 2019) and ViLBERT (Lu et al., 2019) innovated by splitting their architectures in two, where a different transformer is applied to images and text individually before the features are combined by a third transformer. OSCAR (Object-Semantics Aligned
Pre-training [Li et al., 2020]) add in the text input the class objects detected from the images by a Faster R-CNN detector called object tags. The use of object tags in images as anchor points, significantly ease the learning of alignments during the pretraining. These models’ effectiveness are demonstrated through their SoTA results on different multimodal dataset tasks such as NLVR2. This can be attributed to the models’ increased capability to understand cross-modal correlations. However, these models are only as good as the data they’ve been pretrained on, which will present a challenge for the use case of the competition tackled in this paper. Another point is that the architectures of the textual streams of these models are a few years old (such as BERT) and inferior to the current SoTA (DeBERTa).

3 Methodology

3.1 Problem Statement

The CONSTRAINT competition is a multimodal semantic role labelling multi-class classification problem. The aim is to classify the role of entities present in a meme using the image, its textual information and the entities it contains. The different classes are ("Hero", "Villain", "Victim", "Other"). The label applied for each entity depends on how the entity is presented in the meme:

   Hero: The entity is glorified
   Villain: the entity is vilified
   Victim: the entity is victimised,
   Other: none of the above.

3.2 Ensembling:

Our final model is an ensemble of 5 classifiers based on existing pretrained Unimodal (text) and Multimodal (text + images) architectures. (see figure 3) An ensemble combine several models to obtain a better generalised one. It usually gives a boost of performance in exchange for a more time-consuming model compared to more shallow model. Different methods of ensembling exist such as bagging, boosting, stacking, etc. We consider that this strategy will be very helpful to reduce the overfitting given the small number of instances we have, and how imbalanced the dataset is. To combine our models, we average the predictions of our individual models.

3.2.1 Unimodal:

We experimented a few unimodal architectures based on transformers [Vaswani et al., 2017] such as DeBERTa and RoBerta [Liu et al., 2019] using only texts (OCR) and entities provided. The idea here was to see how much performance could be obtained just by textual information. These models are based on self-attention layers and an improved version of the BERT method pretrained on millions of sentences [Devlin et al., 2018] for language modelling. We fine-tuned on these models and found DeBERTa to be performing the best among the pretrained BERT models. For the fine-tuning, the last FC layer added over pooler layer of DeBERTa. The last layer was a FC layer of size 4 to provide us with the respective role label. The architecture for this structure is given (see figure 2).

3.2.2 Multi-Modal:

We also experimented Multi Modal models which include as input data: images and texts (OCR + entity). We tried different approaches:

   (1) The “Naive” approach consisted in extracting text features with a strong Language model - DeBERTa - and concatenating it with visual features with Convolutional Neural Network - EfficientNet-B7. We added on top of these concatenated features a Linear Layer to predict the class.

   (2) The second approach was based on fine-tuning the whole image-text multimodal model. We experimented with two models: MMBT transformers (Multimodal Bitransformers) [Kiela et al., 2019] and VisualBERT [Li et al., 2019b] which has been pre-trained on classifying multimodal experiments.
(i) The MMBT transformer model utilise bert-base-uncased model as text encoder and the CLIP model (Radford et al., 2021) as image encoder. The main idea was to reuse the BERT text model we had fine-tuned for the task and freeze the 12 encoder layers. Further we fine-tuned the MMBT multimodal model by projecting the image embeddings to text token space. (ii) The VisualBERT was pretrained model (Li et al., 2019b) for image-and-language tasks like VQA, VCR, NLVR2, and Flickr30Ks. We used the detectron2 embeddings (Ren et al., 2015) as image encodings with bert-base-uncased as text encoder to finetune the model. (3) The last architecture used was ViLT (Kim et al., 2021) (Vision and Language Transformers) which is one of the simplest architectures for a vision and language model. ViLT is composed of a transformer module which extracts and processes textual and visual features without using separate embedder as it can be the case for MMBT for instance. That method gave a significant runtime and parameter optimisation. (see figure 5)

3.3 Meta Data extractions :

We attempted to extract meta data information from images in order to improve the insight from those. Indeed, using only the OCR was sometimes insufficient because the entities were not always present in the text. Multiple strategies were investigated for gathering insights from images.

3.3.1 Celebrity Detector :

The first observation made was in the image below (see figure 4), the MEME is talking about Donald Trump (who is considered as a villain in the author’s view). However he is not mentioned explicitly. His face is visible in the MEME though. That is why we decided to use a celebrities face detector which detects if a select famous face is visible in the MEME. The model is composed of two main steps: (i) a face detector based on the popular MTCNN face detector ((Zhang et al., 2016)) (ii) the face recognition part is based on a ResNet Architecture. We consider adding the face in the jsonl provided by the host when the confidence score of the face celebrities was above 0.95. The celebrity detector comes from Giphy’s github.
3.3.2 Sub Image Detector

The second observation made was that a MEME can contain multiples "sub images". In fact, as in the figure 4, the MEME contains two images in it. A "sub images" detector was implemented based on YoloV5 (https://github.com/ultralytics/yolov5). We generated an artificial dataset, based on the Hateful MEME competition (Kiela et al., 2020), where we filtered and kept only the MEMEs with one image. Different single images were then combined to create one artificial MEME, with associated bounding boxes of the multiple subimages it contained. For the evaluation, 100 manually labelled images were used. The YOLO checkpoint is shared in our github solution. Our original idea was to extract with our detector each sub images from the MEME and associate each sentence of the OCR to the correct sub image with the name of the famous face if it existed. However, the OCR provided did not contain the coordinate of the sentence. We attempted to make the OCRed text match an open source OCR framework containing word coordinates, which yielded poor results. Therefore, the final multimodal model used the sub image as well as the face name into the text processing. The input of the transformer for text data was then as follows : "[CLS] Sentence OCR [SEP] entity to classify [SEP] face names [SEP]"

4 Dataset

The competition dataset consists of 2 memes subsets, one about US politics, and the other about Covid-19, totalling 5552 images with associated OCR and entity annotation in the training set, and 650 in the validation set. This size is very small to expect to build any robust SoTA vision or multimodal capabilities, training from scratch.

The distributions of the 4 labels are heavily imbalanced (see table 1). Over three quarters of the entities belong to the "other" class, and of the remaining classes, "villain" appears around twice as much as both the "hero" and "victim" class combined. An analysis of the entities in the dataset was undertaken and they were observed to be well balanced amongst the 4 classes. Indeed, as can be expected of using data from the political domain over the past few years, examples of common mentions were of "Donald Trump", "Barrack Obama", "The Republicans", "The Democrats". The fact that they were all amongst the most cited entities in each label indicates the sources used to curate the dataset was unbiased politically. Table 2 shows the top 5 most common entity per class.

The OCRed text was obtained by running the Google OCR API on the images, which in some examples leads to imperfect text detection or extraction. These two issues materialise in the form of either poorly clustered text paragraphs into the appropriate text boxes, meaning sentences from two separate paragraphs would be concatenated together midway through, but also through more basic spelling mistakes.

Another point relevant to meme analysis is the presence of sub images inside each image. An image might itself contain two separate images which tell a different story, often contrasting between sentiments of entities in each, such as in figure 4.

A big challenge with this task of entity classification is detecting where the entity is mentioned whether in the OCR or in the image. Table 3 shows

<table>
<thead>
<tr>
<th>split</th>
<th>other</th>
<th>villain</th>
<th>hero</th>
<th>victim</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>13702</td>
<td>2472</td>
<td>475</td>
<td>910</td>
</tr>
<tr>
<td>train (ratio)</td>
<td>0.782</td>
<td>0.139</td>
<td>0.027</td>
<td>0.052</td>
</tr>
<tr>
<td>val</td>
<td>1589</td>
<td>305</td>
<td>54</td>
<td>121</td>
</tr>
<tr>
<td>val (ratio)</td>
<td>0.768</td>
<td>0.147</td>
<td>0.026</td>
<td>0.058</td>
</tr>
</tbody>
</table>

Table 1: distribution class of Constraint22 dataset
### Table 2: Top 5 most common entities per class in training dataset

<table>
<thead>
<tr>
<th>top-n entity</th>
<th>other</th>
<th>villain</th>
<th>hero</th>
<th>victim</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>donald trump</td>
<td>donald trump</td>
<td>donald trump</td>
<td>donald trump</td>
</tr>
<tr>
<td>2</td>
<td>coronavirus</td>
<td>joe biden</td>
<td>barack obama</td>
<td>america</td>
</tr>
<tr>
<td>3</td>
<td>joe biden</td>
<td>democratic party</td>
<td>green party</td>
<td>people</td>
</tr>
<tr>
<td>4</td>
<td>barack obama</td>
<td>republican party</td>
<td>joe biden</td>
<td>barack obama</td>
</tr>
<tr>
<td>5</td>
<td>mask</td>
<td>barack obama</td>
<td>libertarian party</td>
<td>democratic party</td>
</tr>
</tbody>
</table>

Table 3: Ratio of entities which are present in OCR provided

<table>
<thead>
<tr>
<th>split</th>
<th>ratio matching</th>
</tr>
</thead>
<tbody>
<tr>
<td>multimodal heighttrain</td>
<td>0.572</td>
</tr>
<tr>
<td>val</td>
<td>0.602</td>
</tr>
</tbody>
</table>

Experiments

5 Experiments

5.1 Experimental Setting:

To train and evaluate our different models, we used the Google Cloud Service with VM using the V100 GPU (16GB) and A100(40GB). We use the famous Pytorch framework with the Huggingface library in python. All our training used mixed precision and gradient accumulation in order to speed up some training time and allow larger model training.

5.2 Data Analysis:

Data Analysis was performed in order to understand the underlying problem better and find potential imbalances that could be leveraged for higher performances. The distribution of the number of entities per class, as well as each individual entity for each class was computed. Based on an a given entity, the aim was to try and predict which class it would most likely belong. An issue we came across was that some entities were mentioned in different ways: "americans" vs "american people". A rule-based approach was incorporated in an attempt to group these similar terms together.

Analysis was running on the OCR as well as the output of the celebrity detection model to determine if the entity was mentioned inside the text, in the image, both or neither. References to single entities in the textual format would vary, one example being for the entity "Donald Trump", which would be referenced as "Trump", "donald", "Donald Trump" to name a few. A rule based classifier was implemented to group these terms together for the entities that showed up most frequently.

A prediction was made based on the heuristics of the imbalances found to establish a baseline model, by classifying all the entities as "other", which is the class which contains over 75% of entities. Learning models would have to beat the accuracy of this rule based baseline to add value.

5.3 Augmentations:

Only one augmentation was used during the training. The augmentation was applied to the entity which needed to be classified. In fact, the entities provided were all without any punctuation and in lowercase format. We created a simple script which found the entity in the original text. The original text could contain punctuation and/or uppercase letter. We used this augmentation for the training, not the inference of the test set.

5.4 Unimodal NLP:

We trained a few competitive transformer architectures on text-only data, DeBERTa-v3 and RoBERTa.

5.4.1 DeBERTa

Two experiments were conducted for DeBERTa (1) The first was a direct approach where we found the role for the entity based on the OCR extracted by the google model. The input of the transformer was as follows: 

"[CLS] Sentence OCR [SEP] entity to classify [SEP]"

(2) The second approach consisted of incorporating image signals in the unimodal training. We ran the celebrity face detection algorithm and further added these faces names text with the extracted OCR. The input of the transformer was as follow:

"[CLS] Sentence OCR "un" face name [SEP] entity to classify [SEP]"
We utilized both DeBERTa-small and DeBERTa-large for these experiments. During the training, a batch size of 16 was used, with a sequence length of 128 and a linear scheduler where the learning rate was reduced linearly during the training. The initial learning rate was $1e^{-5}$, gradient accumulation is set at 3 epochs, and the optimizer used was AdamW. We trained these models for 6-7 epochs.

5.4.2 RoBERTa large
A batch size of 8 was used, with a sequence length of 275 and a linear scheduler where the learning rate was reduced linearly during the training. The initial learning rate was $5e^{-6}$, and the optimizer used was AdamW. We trained these models for 6-7 epochs.

5.5 MultiModal
5.5.1 Naive Merging:
We used a batch size of 4 (A100 GPU), with a sequence length of 275. As a unimodal model, we use the face name in the text input processing. We use 4 sub images when they exist and the MEME image. We use an attention system inspired by the Word Attention in (Li et al., 2019a), before concatenating the image features with the text features. We use a linear scheduler where the learning rate is reduced linearly during the training. The initial learning rate is $5e^{-6}$, gradient accumulation is set at 3 epochs, and the optimizer used is AdamW. We trained these models for 7-8 epochs with early stopping of 2 epoch.

5.5.2 ViLT:
We use a batch size of 4, with a sequence length of 275. As unimodal model, we use the face name in the text input processing. We don’t use here a linear scheduler, but ReduceLROnPlateau where the learning rate is reduced by a factor of 0.5 when there is no improvement during 5 epochs. The initial learning rate is $2e^{-5}$, and the optimizer used is Adam. We trained these models for 7-8 epochs with early stopping of 2 epoch.

5.5.3 MultiModal: MMBT and VisualBERT
We use a batch size of 16, with a sequence length of 128. As for multimodal model, we use the image embeddings obtained from CLIP (Radford et al., 2021) and detectron2 (Ren et al., 2015) model individually for MMBT and VisualBERT. The text model used in both the architecture is bert. We use a linear scheduler where the learning rate is reduced linearly during the training. The initial learning rate is $1e^{-5}$, gradient accumulation is set at 3 epochs, and the optimizer used is AdamW. We trained these models for 7-8 epochs with early stopping of 2 epoch.

5.6 Ensembling:
To improve the robustness of our solution we decide to combine 5 of our models (table 4). We chose the models to combine based on the results of the validation score and also the diversity they could bring. For instance, we did not select DeBERTa-v3-small because it is just a smaller version of DeBERTa-v3-large. We select only two multimodal models, as most of them perform quite badly compared to the unimodal. Otherwise they would just harm the ensemble.

6 Results and discussion
Just the simple experiment classifying all entities as "other" yielded 0.21 f1 score. We experimented with various models starting with just the text-based model, further adding image signals to using the image embeddings and finally a fully image-and-language based multimodal model to evaluate the model architecture efficiency in predicting a low resource multimodal problem. Here are some observations:

(1) Unimodal - We can see the difference in results moving from "DeBERTa-v3-small" to "DeBERTa-v3-large" in Table 4. We can also see 2% improvement in the model when we tried to add image signal naively by adding the celebrity face name in text.

(2) Multi-Modal - We can see that multimodal model under performed a lot as seen in Table 4. We tried to fine-tune the Visual-BERT model and the mmbt model i.e. pre-trained vision-and-language model but they seem to under perform due to the lack of pre-training data. As they had been pre-trained on much less data and very different problem like VQA, it failed to capture the model understanding required for the transfer learning. So as to solve this issue we went ahead and utilised trained "DeBERTa-v3-large" model final output layer embeddings and concatenated them with pooled sub-image embedding with EfficientNetB7. Thus we utilised the transfer learning from both the models to give us the optimum results.

(3) Ensemble - The ensemble approach was our final approach where we combined all the different
Table 4: Experiments Results

<table>
<thead>
<tr>
<th>Model</th>
<th>F1-score val (macro)</th>
<th>F1-score test (macro)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) DeBERTa-v2-xlarge w/o face’s name</td>
<td>0.54</td>
<td>0.53</td>
</tr>
<tr>
<td>(b) DeBERTa-v3-small w/o face’s name</td>
<td>0.46</td>
<td>0.46</td>
</tr>
<tr>
<td>(c) DeBERTa-v3-small w face’s name</td>
<td>0.48</td>
<td>0.47</td>
</tr>
<tr>
<td>(e) DeBERTa-v3-large w/o face’s name</td>
<td>0.55</td>
<td>0.55</td>
</tr>
<tr>
<td>(f) DeBERTa-v3-large w/ face’s name</td>
<td>0.56</td>
<td>0.57</td>
</tr>
<tr>
<td>(g) RoBERTa-large w/ face’s name</td>
<td>0.53</td>
<td>0.51</td>
</tr>
<tr>
<td>(h) ViLT w face’s name</td>
<td>0.42</td>
<td>0.42</td>
</tr>
<tr>
<td>(i) Naive Multi Modal (DeBERTa-v3-large + EfficientNetB7) w/ face’s name</td>
<td>0.525</td>
<td>0.55</td>
</tr>
<tr>
<td>(j) MMBT (BERT + CLIP) w/ face’s name</td>
<td>0.48</td>
<td>0.46</td>
</tr>
<tr>
<td>(k) VisualBERT w/ face’s name</td>
<td>0.43</td>
<td>0.44</td>
</tr>
<tr>
<td>Ensembling Mean(a, f, g, h, i)</td>
<td><strong>0.578</strong></td>
<td><strong>0.583</strong></td>
</tr>
</tbody>
</table>

Table 5: Constraint22 Leaderboard

<table>
<thead>
<tr>
<th>Rank</th>
<th>Team</th>
<th>Final accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Logically</td>
<td>58.671%</td>
</tr>
<tr>
<td>2</td>
<td>c1pher</td>
<td>55.240%</td>
</tr>
<tr>
<td>3</td>
<td>zhouziming</td>
<td>54.707%</td>
</tr>
<tr>
<td>4</td>
<td>smontariol</td>
<td>48.483%</td>
</tr>
<tr>
<td>5</td>
<td>zhj123001</td>
<td>46.177%</td>
</tr>
<tr>
<td>6</td>
<td>amanpriyanshu</td>
<td>31.943%</td>
</tr>
<tr>
<td>7</td>
<td>fharookshaik</td>
<td>23.855%</td>
</tr>
<tr>
<td>8</td>
<td>rabindra.nath</td>
<td>23.717%</td>
</tr>
</tbody>
</table>

We tried various ensembles and blending techniques but we got the best LB score with averaging of ViLT, RoBERTa large, DeBERTa large, naive multimodal and DeBERTa-xlarge models. The ensemble seems to perform the best as the data size is small and we use a large model to allow for better transfer learning. This ultimately leads to some overfit of models but applying the averaging improves the results, like the boosted trees systems.

We found that there were two major challenges with the problem: (i) The entities were sometimes not present in the image or the text. (ii) The size of data required to learn this implicit learning was not sufficient. This ultimately undermines the performance of our deep learning architecture.

Creating a dataset for real-world multimodal problems, particularly the natural language inference problem of role labelling is challenging (Le Bras et al., 2020). We appreciate the work by the CONSTRAINT 2022 organizers, yet, a more elaborate and extensive data would make this dataset more suitable for benchmarking. As an emergent research field, we hope our extensive model analysis and proposed solutions can act as baseline and inspire further work.

7 Conclusion

We described our participation in the CONSTRAINT 2022 Shared Task on "Detecting the Hero, the Villain, and the Victim in Memes" with the implementation of various models. Ensemble model based system outperforms all the models on val set and test set. A challenge in this task is the low resource of data available for training models. Hence, transfer learning provides the best results. The best performing model in this competition combines the simple averaging of ViLT, RoBERTa large, DeBERTa large, naive multimodal and DeBERTa xlarge models. The ensemble seems to perform the best as the data size is small and we use a large model to allow for better transfer learning. This ultimately leads to some overfit of models but applying the averaging improves the results, like the boosted trees systems.
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Abstract

This paper describes the system we developed for the shared task “Hero, Villain and Victim: Dissecting harmful memes for Semantic role labeling of entities” organized in the framework of the Second Workshop on Combating Online Hostile Posts in Regional Languages during Emergency Situation (Constraint 2022). We present an ensemble approach combining transformer-based models and linguistic information, such as the presence of irony and implicit sentiment associated to the target named entities. The ensemble system obtains promising classification scores, with a macro F-score of 55%, resulting in a third place finish in the competition.

1 Introduction

The exponential growth of social media such as Twitter, Facebook or Youtube has created a variety of novel ways to communicate. This daily exposure to other users’ opinions and comments has become a constant in many people’s lives. Unfortunately, this new way of freely communicating online has also given a forum to people who want to denigrate others because of their race, color, gender, sexual orientation, religion, etc., or to spread fake news and disinformation. The automatic processing of this user generated text by means of Natural Language Processing (NLP) techniques may contribute to an effective analysis of public opinion, but also to the automatic detection of this harmful online content.

One very popular mode of expression on social media today are internet memes. Memes are often used for entertainment purposes, but they are also used for online trolling, because of their potential for spreading provocative and attention-grabbing humor (Leaver, 2013). They have been described both as speech acts (Grundlingh, 2018) and performative acts, involving a conscious decision to either support or reject an ongoing social discourse (Gal et al., 2016). Their multi-modal nature, composed of a mixture of text and image, makes them a very challenging research object for automatic analysis. Research has already been proposed to automatically process harmful memes in various downstream tasks. A related shared task was proposed by Kiela et al. (2020), who organized the hateful memes challenge, where systems were developed to detect hate speech in multimodal memes. Most systems participating to the task applied fine-tuning of state-of-the-art transformer methods, such as supervised multimodal bitransformers (Kiela et al., 2022), ViLBERT (Lu et al., 2019) and VisualBERT (Li et al.) to classify memes as being hateful or not.

This paper presents our system developed to classify entities as hero, villain, victim or other, in memes about two controversial topics provoking a lot of hate speech and disinformation, namely the presidential election in the US and the COVID-19 pandemic spreading. To tackle the task, we incorporated both transformer-based embeddings as well as linguistic information (implicit entity connotations and irony detection labels) into our classifier.

The remainder of this paper is organized as follows. Section 2 introduces the shared task and data sets, whereas Section 3 describes the information sources and ensemble system we developed to label named entities in memes. Section 4 lists the experimental results and provides a detailed analysis and discussion. Section 5 ends with concluding remarks and indications for future research.

2 Shared Task and Data

The research described in this paper was carried out in the framework of the Constraint 2020 shared task: Hero, Villain and Victim: Dissecting harmful memes for Semantic role labeling of entities (Sharma et al., 2022). Given a meme and an entity, systems have to determine the role of the
<table>
<thead>
<tr>
<th>Villain</th>
<th>Hero</th>
<th>Victim</th>
<th>Other</th>
<th>Total nr of entities</th>
</tr>
</thead>
<tbody>
<tr>
<td>COVID-19 train memes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2700 memes</td>
<td>662</td>
<td>190</td>
<td>360</td>
<td>7234 (1927 unique)</td>
</tr>
<tr>
<td>Politics train memes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2852 memes</td>
<td>1765</td>
<td>285</td>
<td>550</td>
<td>10280 (2798 unique)</td>
</tr>
<tr>
<td>Total train memes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5552 memes</td>
<td>2427 (14%)</td>
<td>475 (3%)</td>
<td>910 (5%)</td>
<td>17514 (4398 unique)</td>
</tr>
<tr>
<td>Held-out test memes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>718 memes</td>
<td>350 (14%)</td>
<td>52 (2%)</td>
<td>114 (5%)</td>
<td>2433 (1103 unique)</td>
</tr>
</tbody>
</table>

Table 1: Statistics of the training and test data set, showing the number of entities per class, and the unique number of entities per data partition.

The task is conceived as a multi-class classification task, which has to be analyzed from the meme author’s perspective.

2.1 Training and Test Data

The task organizers provided training data for two controversial topics triggering a lot of hostile social media posts, and memes in particular, viz. the presidential election and COVID-19 pandemic. Table 1 shows the statistics of the training and held-out test data. As can be noticed, the data set is very skewed towards the “other” category (78% of the training and 79% of the test entities). It is also interesting to mention that out of the 1103 unique test entities, only 542 entities also appeared in the training data.

The data was provided in the following json format, containing the OCR’ed text from the meme, the file name of the corresponding meme, and a list of gold entities per category:

```json
{"OCR": "IF PROPERLY FITTED, ONE MASK CAN\nSAVE MANY THOUSANDS OF LIVES\nDr. Fauci\nXESH\nHE WH\nWASE\n", "image": "covid_memes_1797.png", "hero": ["dr. anthony fauci"], "villain": ["donald trump"], "victim": [], "other": ["mask"] }
```

3 System Description

We approached the meme entity labeling task as a multi-class classification task, where a category is predicted for all entities occurring in the meme. To this end, an ensemble classifier is built combining probability scores output by various transformer-based language models and linguistic information assigning implicit sentiment to the entities and detecting irony in the meme text. We first give an overview of all different information sources in-
corporated in the feature vector (Section 3.1), and then describe the ensemble method combining the various information sources into a feature vector for classification (Section 3.2).

3.1 Information Sources

3.1.1 Transformer-based Language Models

The information used for our first feature group are similarity probabilities per class output by state-of-the-art transformer-based language models. As the target entities do not (always) occur in the OCR’ed meme text (for example, “Donald Trump” is an entity not present in the text in Figure 1), we had to find a different way to fine-tune the pre-trained language models for labeling the entities. To tackle this issue, we recast the labeling task as a multiple-choice QA task (MCQA), where the various questions are formulated as “<entity> is a hero”, “<entity> is a villain”, etc. The model then appends the question (OCR’ed meme text) to each option individually, and computes a probability output for the similarity.

Three different transformer-based pre-trained language models were fine-tuned for the task, applying different transformer architectures, namely BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019) and pre-trained on different types of data: (1) twitter-base-roberta, (2) bert-tweet, and (3) COVID-bert.

twitter-base-roberta (Barbieri et al., 2020) is trained on 58M tweets and is a language model applying a RoBERTa architecture. While Twitter data is already closer to meme text than the standard Wikipedia and Common Crawl text, the tweets collected for training this language model are quite a bit older than our shared task data set.

COVID-bert (Müller et al., 2020) is trained on a corpus of 160M more recent tweets (spanning the first half of 2019) about the corona virus. The content of the tweets is, however, very related to the content of the shared task data, as they contain covid-related key words.

bert-tweet (Nguyen et al., 2020) uses similar pre-training data to twitter-base-roberta but is a larger architecture with significantly increased and recent pre-training data. The large RoBERTa architecture was trained on 850M English Tweets, containing 845M Tweets streamed from 01/2012 to 08/2019 and 5M Tweets related to the COVID-19 pandemic.

Each pre-trained language model was optimized using cross-entropy for the task of multiple-choice QA as illustrated in Figure 2. Each entity along with it’s possible class, is treated as a separate multiple-choice option. The Language models were fine-tuned for 5 epochs with an LR of 1e-5, batch size of 4 per device, on 2 Tesla V100 GPUs.

3.1.2 Implicit Sentiment

The creation of the implicit sentiment feature was motivated by the assumption that entities might have a predominant connotation on Twitter. To determine the implicit sentiment of the entities, we collected 400 to 800 tweets containing each entity and combined them into a large background corpus of three million tweets. As memes and tweets both originate from social media platforms, we considered this the most reliable source for the implicit sentiment from the perspective of most users,
although we recognize that meme-makers might have very different opinions about certain politicians. We analyzed the sentiment of the collected tweets with a pre-trained RoBERTa model (Heitmann et al., 2020)\(^1\) that was pre-trained using 15 data sets across different text types, including tweets. We grouped the tweets per entity and considered the implicit sentiment of an entity to be determined by the percentages of positive, negative and neutral tweets for that entity in our background corpus. Additionally, we constructed another categorical feature reflecting the dominant implicit sentiment (positive, neutral or negative). This way, we ended up with four implicit sentiment features: the distribution values for positive, negative and neutral tweets in the background corpus and the dominant sentiment for that target entity based on those values. These features were finally combined with the output of the BERT question-answering systems into the ensemble model.

### 3.1.3 Irony Detection

As we assume that a lot of memes contain figurative language, and irony in particular, we modeled a second linguistic feature by performing irony detection on the OCR text. To detect irony, we used a pre-trained RoBERTa model (Barbieri et al., 2020)\(^2\), which contains the RoBERTa-base model and was fine-tuned using the SemEval 2018 data set for Irony Detection in English tweets (Van Hee et al., 2018). The value of the resulting feature is the probability score for the irony label (between 0 and 1).

In hindsight, we think most of the irony did not occur inside the OCR text but is expressed in a multi-modal way between the image and the text. This was confirmed by the experimental results, as the feature for irony detection inside the OCR text did not increase the accuracy of our system for entity classification.

### 3.1.4 FastText Embeddings

The final feature group we modeled is based on FastText embeddings (Bojanowski et al., 2017). As we scraped a relevant background corpus containing all target entities, we hypothesized this would also be an interesting corpus for training embeddings. Although FastText outputs static, and not contextualized embeddings, it was very popular before the transformer-based revolution in NLP, and is computationally cheap to train word vectors. First, the background corpus was tokenised using NLTK’s tokenizer for tweets\(^3\), which for instance keeps hashtags intact. FastText embeddings were then trained using the continuous-bag-of-words (cbow) model, which predicts the target word according to its context. The context here is represented as a bag of all words contained in a fixed size window around the target word. This resulted in a vocabulary of 61,871 words and 100-dimensional word vectors for the Twitter background corpus. The FastText embeddings of the entities were integrated in the feature vector as 100 separate features.

### 3.2 Ensemble System

We trained an ensemble system combining the results from each of the information sources listed above as features. We use the probability predictions for each class from the fine-tuned language model, an average score for each implicit sentiment (positive, negative, neutral) present in the background corpus for the respective entity, the probability score for the irony associated with the OCR text, and the 100-dimensional pre-trained FastText embeddings for the entity text (averaged for multiple tokens in an entity), resulting in a feature vector containing 108 features. We explain the construction of the feature vector with the 4 sets of features in Figure 3.

While experimenting with the different classifiers and features, we calculated feature importance according to the linear kernel SVM classifier. The respective scores reflecting the contribution of the various features to solve the task are listed in Figure 4.

\(^1\)https://huggingface.co/siebert/sentiment-roberta-large-english  
\(^2\)https://huggingface.co/cardiffnlp/twitter-roberta-base-irony  
\(^3\)https://www.nlpl.org/api/nltk.tokenize.html
4 Experimental Results

A first set of experiments was carried out to assess the classification performance of the different language models. In this case, the classifier is trained and evaluated on feature vectors containing similarity scores for the four different labels. The first three lines of Table 2 show the classification scores for this multiple choice QA language model systems. It is clear from the results that the bert-tweet model performs best, resulting in a Macro F1-score of 0.5467. When adding implicit sentiment for the target entities, the score only slightly improves.

For a second set of experiments, we created an ensemble system containing various combinations of the MCQA language model probability scores per label, together with the implicit sentiment feature for the target entities. The best performing ensemble appeared to be a combination of the twitter-xlm-roberta, COVID-bert and bert-tweet similarity scores per label, together with the implicit sentiment features, resulting in the best performance scores on the held-out test set, viz. a macro F1-score of 0.5514. Combining this ensemble system with the irony detection and FastText word vector features resulted in a lower F-score (0.5495) and precision (0.5201), but in a higher recall score (0.6045).

Table 3 lists the precision, recall and F-scores per entity label for the best performing system, being the ensemble system containing the best three language model predictions together with the implicit sentiment feature. As expected, the Other category, which represents 78% of the training targets, performs best and the Hero category performs worst (only 3% of training entities), especially obtaining a very low recall of 0.27. For the other two labels, Villain and Victim, precision and recall are better balanced.

To gain more insights into the performance of the best classifier, we constructed a confusion matrix for all labels and performed an error analysis. Completely in line with the classification scores per label, we can notice in the confusion matrix (Fig...
Figure 4: Feature importances of the classifier we used for our ensemble model. The features include the MCQA values per label for each of our language models, the percentages of positive, negative and neutral tweets found for the entity and the probability of the text being ironic.

Table 2: Macro-averaged F1-scores, precision and recall for the various classification systems.

<table>
<thead>
<tr>
<th>Model</th>
<th>Macro-F1</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCQA twitter-xlm-roberta</td>
<td>0.3433</td>
<td>0.4211</td>
<td>0.2898</td>
</tr>
<tr>
<td>MCQA COVID-bert</td>
<td>0.5083</td>
<td>0.5188</td>
<td>0.4997</td>
</tr>
<tr>
<td>MCQA bert-tweet</td>
<td>0.5467</td>
<td>0.524</td>
<td>0.5812</td>
</tr>
<tr>
<td>MCQA bert-tweet + Sentiment</td>
<td>0.5471</td>
<td>0.5274</td>
<td>0.5814</td>
</tr>
<tr>
<td>MCQA ensemble + Sentiment</td>
<td><strong>0.5524</strong></td>
<td><strong>0.5391</strong></td>
<td><strong>0.5725</strong></td>
</tr>
<tr>
<td>MCQA ensemble + Sentiment + FastText + Irony</td>
<td>0.5495</td>
<td>0.5201</td>
<td><strong>0.6045</strong></td>
</tr>
</tbody>
</table>

Table 3: Classification scores (F1-score, precision, recall) for the different named entity labels.

<table>
<thead>
<tr>
<th>Label</th>
<th>F1-score</th>
<th>Precision</th>
<th>Recall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hero</td>
<td>0.33</td>
<td>0.41</td>
<td>0.27</td>
</tr>
<tr>
<td>Villain</td>
<td>0.55</td>
<td>0.55</td>
<td>0.54</td>
</tr>
<tr>
<td>Victim</td>
<td>0.45</td>
<td>0.44</td>
<td>0.46</td>
</tr>
<tr>
<td>Other</td>
<td>0.89</td>
<td>0.88</td>
<td>0.89</td>
</tr>
</tbody>
</table>

First, it is clear that labeling entities in memes is a very hard task. Systems have to both understand the OCR text, but also correctly process the picture that sometimes contains crucial information. As we only incorporate text processing features in our ensemble system, a lot of the erroneous predictions are caused because of lacking visual information to correctly interpret the picture of the meme, as illustrated by Figure 6.

In addition, some memes require a lot of common sense or factual/news knowledge. As an example, we can refer to Figure 7, where the entity *Melania Trump* had to be labeled as “Villain”, but was predicted by the system as “Other”. It is impossible, however, to interpret this meme correctly without knowing that Donald Trump’s wife, Melania, took center stage on the first day of the Republican National Convention, and was accused of the fact that a portion of her speech plagiarized Michelle Obama.
5 Conclusion

In this paper, we describe the system proposed for the Constraint 2022 shared task on labeling entities in memes as Hero, Villain, Victim or Other. To tackle the task, we built an ensemble classifier combining the output predictions of various transformer-based language models with implicit sentiment features for the target entities, irony predictions on the OCR text and FastText word vectors. The best performing system combines the predictions of three different language models with the implicit sentiment feature, obtaining a Macro F1-score of 55%. As the data set was very skewed, we obtained much better results for the “Other” class than for the other three labels. Especially for the Hero class, only represented by 3% of the training entities, classification appeared to be challenging (F1-score of 33%).

The analysis of the results showed there is still a lot of room for improvement. In future research, we plan to integrate visual information into our ensemble system, as it is clear that we lacked this information to properly address this multimodal task. In addition, we will investigate other ways to set up the multiple choice QA system, in order to construct better sentences containing the target entities. Finally, the system would also benefit from more semantic information, in order to model entities that are now not explicitly mentioned in the OCR text. It would, for instance, be interesting to semantically link an OCR text line talking about Brexit with the entity UK Government. This would allow to inject some common sense into the meme classification system.
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Abstract

Harmful or abusive online content has been increasing over time, raising concerns for social media platforms, government agencies, and policymakers. Such harmful or abusive content can have major negative impact on society, e.g., cyberbullying can lead to suicides, rumors about COVID-19 can cause vaccine hesitance, promotion of fake cures for COVID-19 can cause health harms and deaths. The content that is posted and shared online can be textual, visual, or a combination of both, e.g., in a meme. Here, we describe our experiments in detecting the roles of the entities (hero, villain, victim) in harmful memes, which is part of the CONSTRAINT-2022 shared task, as well as our system for the task. We further provide a comparative analysis of different experimental settings (i.e., unimodal, multimodal, attention, and augmentation). For reproducibility, we make our experimental code publicly available.¹

1 Introduction

Social media have become one of the main communication channels for sharing information online. Unfortunately, they have been abused by malicious actors to promote their agenda using manipulative content, thus continuously plaguing political events, and the public debate, e.g., regarding the ongoing COVID-19 infodemic (Alam et al., 2021d; Nakov et al., 2022). Such type of content includes harm and hostility (Brooke, 2019; Joksimovic et al., 2019), hate speech (Fortuna and Nunes, 2018), offensive language (Zampieri et al., 2019; Rosenthal et al., 2021), abusive language (Mubarak et al., 2017), propaganda (Da San Martino et al., 2019, 2020), cyberbullying (van Hee et al., 2015), cyber-aggression (Kumar et al., 2018), and other kinds of harmful content (Pramanick et al., 2021; Sharma et al., 2022b).

The propagation of such content is often done by coordinated groups (Hristakieva et al., 2022) using automated tools and targeting specific individuals, communities, and companies. There have been many research efforts to develop automated tools to detect such kind of content. Several recent surveys have highlighted these aspects, which include fake news (Zhou and Zafarani, 2020), misinformation and disinformation (Alam et al., 2021c; Nakov et al., 2021; Hardalov et al., 2022), rumors (Bondielli and Marcelloni, 2019), propaganda (Da San Martino et al., 2020), hate speech (Fortuna and Nunes, 2018; Schmidt and Wiegand, 2017), cyberbullying (Haidar et al., 2016), offensive (Husain and Uzuner, 2021) and harmful content (Sharma et al., 2022b).

The content shared on social media comes in different forms: textual, visual, or audio-visual. Among other social media content, recently, internet memes became popular. Memes are defined as “a group of digital items sharing common characteristics of content, form, or stance, which were created by associating them and were circulated, imitated, or transformed via the Internet by many users” (Shifman, 2013). Memes typically consist of images containing some text (Shifman, 2013; Suryawanshi et al., 2020a,b). They are often shared for the purpose of having fun. However, memes can also be created and shared with bad intentions. This includes attacks on people based on characteristics such as ethnicity, race, sex, gender identity, disability, disease, nationality, and immigration status (Zannettou et al., 2018; Kiela et al., 2020). There has been research effort to develop computational methods to detect such memes, such as detecting hateful memes (Kiela et al., 2020), propaganda (Dimitrov et al., 2021a), offensiveness (Suryawanshi et al., 2020a), sexist memes (Fersini et al., 2019), troll memes (Suryawanshi and Chakravarthi, 2021), and generally harmful memes (Pramanick et al., 2021; Sharma et al., 2022a).

¹https://github.com/robi56/harmful_memes_block_fusion
Harmful memes often target individuals, organizations, or social entities. Pramanick et al. (2021) developed a dataset where the annotation consists of (i) whether a meme is harmful or not, and (ii) whether it targets an individual, an organization, a community, or society. The CONSTRAINT-2022 shared task follows a similar line of research (Sharma et al., 2022c). The entities in a meme are first identified and then the task asks participants to predict which entities are glorified, vilified, or victimized in the meme. The task is formulated as “Given a meme and an entity, determine the role of the entity in the meme: hero vs. villain vs. victim vs. other.” More details are given in Section 3.

Memes are multimodal in nature, but the textual and the visual content in a meme are sometimes unrelated, which can make them hard to analyze for traditional multimodal approaches. Moreover, context (e.g., where the meme was posted) plays an important role for understanding its content. Another important factor is that since the text in the meme is overlaid on top of the image, the text needs to be extracted using OCR, which can result in errors that require additional manual post-editing (Dimitrov et al., 2021a).

Here, we address a task about entity role labeling for harmful memes based on the dataset released in the CONSTRAINT-2022 shared task; see the task overview paper for more detail (Sharma et al., 2022c). This task is different from traditional semantic role labeling in NLP, where the idea is to understand who did what to whom, when, where, and why. Traditionally, the task has been addressed using sequence labeling, e.g., FitzGerald et al. (2015) used local and structured learning, experimenting with PropBank and FrameNet, and Larionov et al. (2019) investigated recent transformer models.

Visual semantic role labeling has been explored for images and video. Yatskar et al. (2016) addressed situation recognition, and developed a large-scale dataset containing over 500 activities, 1,700 roles, 11,000 objects, 125,000 images, and 200,000 unique situations. The images were collected from Google and the authors addressed the task as a situation recognition problem. Pratt et al. (2020) developed a dataset for situation recognition consisting of 278,336 bounding-box groundings to the 11,538 entity classes. Gupta and Malik (2015) developed a dataset of 16K images in 10K images with actions and associated objects in the scene with different semantic roles for each action.

Further studies using other modalities and approaches improved the performance of our system, but it is still lower (0.464 macro F1) than the best system (0.586). Yet, our investigation might be useful to understand which approaches are useful for detecting the role of an entity in harmful memes.

Our contributions can be summarized as follows:

- we addressed the problem both as sequence labeling and as classification;
- we investigated different pretrained models for text and images;
- we explored several combinations of multimodal models, as well as attention mechanisms, and various augmentation techniques.

The rest of the paper is organized as follows: Section 2 presents previous work, Section 3 describes the task and the dataset, Section 4 formulates our experiments, Section 5 discusses the evaluation results. Finally, Section 6 concludes and points to possible directions for future work.

## 2 Related Work

Below, we discuss previous work on semantic role labeling and harmful content detection, both in general and in a multimodal context.

### 2.1 Semantic Role Labeling

**Textual semantic role labeling** has been widely studied in NLP, where the idea is to understand who did what to whom, when, where, and why. Traditionally, the task has been addressed using sequence labeling, e.g., FitzGerald et al. (2015) used local and structured learning, experimenting with PropBank and FrameNet, and Larionov et al. (2019) investigated recent transformer models.

**Visual semantic role labeling** has been explored for images and video. Yatskar et al. (2016) addressed situation recognition, and developed a large-scale dataset containing over 500 activities, 1,700 roles, 11,000 objects, 125,000 images, and 200,000 unique situations. The images were collected from Google and the authors addressed the task as a situation recognition problem. Pratt et al. (2020) developed a dataset for situation recognition consisting of 278,336 bounding-box groundings to the 11,538 entity classes. Gupta and Malik (2015) developed a dataset of 16K images in 10K images with actions and associated objects in the scene with different semantic roles for each action.

### 2.2 Harmful Content Detection in Memes

There has been significant effort for identifying misinformation, disinformation, and malinformation online (Schmidt and Wiegand, 2017; Bondielli and Marcelloni, 2019; Zhou and Zafarani, 2020; Da San Martino et al., 2020; Alam et al., 2021c; Afridi et al., 2020; Hristakieva et al., 2022; Nakov et al., 2022). Most of these studies focused on textual and multimodal content. Compared to that, modeling the harmful aspects of memes has not received much attention.

Recent effort in this direction include categorizing harmful memes (Kiela et al., 2020), detecting antisemitism (Chandra et al., 2021), detecting the propagandistic techniques used in a meme (Dimitrov et al., 2021a), detecting harmful memes and the target of the harm (Pramanick et al., 2021), identifying the protected categories that were attacked (Zia et al., 2021), and identifying offensive content (Suryawanshi et al., 2020a). Among these studies, the most notable low-level efforts that advanced research by providing high-quality datasets to experiment with include shared tasks such as the Hateful Memes Challenge (Kiela et al., 2020), the SemEval-2021 shared task on detecting persuasion techniques in memes (Dimitrov et al., 2021b), and the troll meme classification task (Suryawanshi and Chakravarthi, 2021).

Chandra et al. (2021) investigated antisemitism along with its types as a binary and a multi-class classification problem using pretrained transformers and convolutional neural networks (CNNs) as modality-specific encoders along with various multimodal fusion strategies. Dimitrov et al. (2021a) developed a dataset with 22 propaganda techniques and investigated the different state-of-the-art pretrained models, demonstrating that joint vision-language models performed better than unimodal ones. Pramanick et al. (2021) addressed two tasks: detecting harmful memes and identifying the social entities they target, using a multimodal model with local and global information.

Zia et al. (2021) went one step further than a binary classification of hateful memes, focusing on a more fine-grained categorization based on the protected category that was being attacked (i.e., race, disability, religion, nationality, sex) and the type of attack (i.e., contempt, mocking, inferiority, slurs, exclusion, dehumanizing, inciting violence) using the dataset released in the WOAH 2020 Shared Task. Fersini et al. (2019) studied sexist memes and investigated the textual cues using late fusion. They also developed a dataset of 800 misogynistic memes covering different manifestations of hatred against women (e.g., body shaming, stereotyping, objectification, and violence), collected from different social media (Gasparini et al., 2021).

Kiela et al. (2021) summarized the participating systems in the Hateful Memes Challenge, where the best systems fine-tuned unimodal and multimodal pre-training transformer models such as VisualBERT (Li et al., 2019) VL-BERT (Su et al., 2020), UNITER (Chen et al., 2020), VILLA (Gan et al., 2020), and built ensembles on top of them.

The SemEval-2021 propaganda detection shared task (Dimitrov et al., 2021b) focused on detecting the use of propaganda techniques in the meme, and the participants’ systems showed that multimodal cues were very important.

In the troll meme classification shared task (Suryawanshi and Chakravarthi, 2021), the best system used ResNet152 and BERT with multimodal attention, and most systems used pretrained transformers for the text, CNNs for the images, and early fusion to combine the two modalities.

Combining modalities causes several challenges, which arise due to representation issues (i.e., symbolic representation for language vs. signal representation for the visual modality), misalignment between the modalities, and fusion and transferring knowledge between the modalities. In order to address multimodal problems, a lot of effort has been paid to developing different fusion techniques such as (i) early fusion, where low-level features from different modalities are learned, fused, and fed into a single prediction model (Jin et al., 2017b; Yang et al., 2018; Zhang et al., 2019; Singhal et al., 2019; Zhou et al., 2020; Kang et al., 2020). (ii) late fusion, where unimodal decisions are fused with some mechanisms such as averaging and voting (Agrawal et al., 2017; Qi et al., 2019).
and (iii) hybrid fusion, where a subset of the learned features are passed to the final classifier (early fusion), and the remaining modalities are fed to the classifier later (late fusion) (Jin et al., 2017a). Here, we use early fusion and joint learning for fusion.

3 Task and Dataset

Below, we describe the CONSTRAINT 2022 shared task and the corresponding dataset provided by the task organizers. More detail can be found in the shared task report (Sharma et al., 2022c).

3.1 Task

The CONSTRAINT 2022 shared task asked participating systems to detect the role of the entities in the meme, given the meme and a list of these entities. Figure 1 shows an example of an image with the extracted OCR text, implicit (image showing Salman Khan, who is not mentioned in the text), and explicit entities and their roles. The example illustrates various challenges: (i) an implicit entity, (ii) text extracted from the label of the vial, which has little connection to the overlaid written text, (iii) unclear target entity in the meme (Vladimir Putin). Such complexities are not common in the multimodal tasks we discussed above. The textual representation of the entities and their roles are different than for typical CoNLL-style semantic role labeling tasks (Carreras and Màrquez, 2005), which makes it more difficult to address the problem in the same formulation.

By observing these challenges, we first attempted to address the problem in the same formulation: as a sequence labeling problem by converting the data to CoNLL format (see Section 4.1). Then, we further tried to address it as a classification task, i.e., predict the role of each entity in a given meme–entity pair.

3.2 Data

We use the dataset provided for the CONSTRAINT 2022 shared task. It contains harmful memes, OCR-extracted text from these memes, and manually annotated entities with four roles: hero, villain, victim, and other. The datasets cover two domains: COVID-19 and US Politics. The COVID-19 domain consists of 2,700 training and 300 validation examples, while US Politics has 2,852 training and 350 validation examples. The test dataset combines examples from both domains, COVID-19 and US Politics, and has a total of 718 examples.

<table>
<thead>
<tr>
<th>Class label</th>
<th>Train</th>
<th>Val</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>Count</td>
<td>%</td>
<td>%</td>
<td>%</td>
</tr>
<tr>
<td>Hero</td>
<td>475</td>
<td>2</td>
<td>52</td>
</tr>
<tr>
<td>Villain</td>
<td>2,427</td>
<td>10</td>
<td>350</td>
</tr>
<tr>
<td>Victim</td>
<td>910</td>
<td>5</td>
<td>114</td>
</tr>
<tr>
<td>Others</td>
<td>13,702</td>
<td>83</td>
<td>1,917</td>
</tr>
<tr>
<td>Total</td>
<td>17,514</td>
<td>8,480</td>
<td>2,433</td>
</tr>
</tbody>
</table>

Table 1: Distribution of the entity roles in the combined COVID-19 + US politics datasets.

For the experiments, we combined the two domains, COVID-19 and US Politics, which resulted in 5,552 training and 650 validation examples.

The class distribution of the entity roles, aggregated over all memes, in the combined COVID-19 + US Politics dataset is highly imbalanced as shown in Table 1. We can see that overall the role of hero represents only 2%, and the role of victim covers only 5% of the entities. We can further see that the vast majority of the entities are labeled with the other role. This skewed distribution adds additional complexity to the modeling task.

4 Experiments

Settings: We addressed the problem both as a sequence labeling and as a classification task. Below, we discuss each of them in detail.

Evaluation measures: In our experiments, we used accuracy, macro-average precision, recall, and F1 score. The latter was the official evaluation measure for the shared task.
4.1 Sequence Labeling

For the sequence labeling experiments, we first converted the OCR text and the entities to the CoNLL BIO-format. An example is shown in Figure 2. To convert them, we matched the entities in the text and we assigned the same tag (role label) to the token in the text. For the implicit entity that is not in the text, we added them at the end of the text and we assigned them the annotated role; we labeled all other tokens with the O-tag.

We trained the model using Conditional Random Fields (CRFs) (Lafferty et al., 2001), which has been widely used in earlier work. As features, we used part-of-speech tags, token length, tri-grams, presence of digits, use of special characters, token shape, w2vcluster, LDA topics, words present in a vocabulary list built on the training set, and in a name list, etc. We ran two sets of experiments: (i) using the same format, and (ii) using only entities as shown in Figure 2.

4.2 Classification

For the classification experiments, we first converted the dataset into a classification problem. As it contains all examples with one or more entities, we reorganized the dataset so that an example contains an entity, OCR text, image, and entity role. Hence, the dataset size is now the same as the number of entity instances rather than memes. We ended up with 17,514 training examples, which is the number of training entities as shown in Table 1.

We then ran different unimodal and multimodal experiments: (i) only text, (ii) only meme, and (iii) text and meme together. For each setting, we also ran several baseline experiments. We further ran advanced experiments such as adding attention to the network and text-based data augmentation. Figure 3 shows our experimental pipeline for this classification task. For the unimodal experiments, we used individual modalities, and we trained them using different pre-trained models.

3More details about the feature set can be found at https://github.com/moejoe95/crf-vs-rnn-ner

Note that for the text modality, we ran several combinations of fusion (e.g., text and entity) experiments. For the multimodal experiments, we combined embedding from both modalities, and we ran the classification on the fused embedding, as shown in Figure 3.

4.2.1 Text Modality

For the text modality, we experimented using BERT (Devlin et al., 2019) and XLM-RoBERTa (Liu et al., 2019). We performed ten reruns for each experiment using different random seeds, and then we picked the model that performed best on the development set. We used a batch size of 8, a learning rate of 2e-5, a maximum sequence length of 128, three epochs, and categorical cross-entropy as the loss function. We used the Transformer toolkit to train the transformer-based models.

Using the text-only modality, we also ran a different combination of experiments using the text and the entities, where we used bilinear fusion to combine them. We discuss this fusion technique in more detail in Section 4.2.3.

4.2.2 Image Modality

For our experiments using the image modality, we extract features from a pre-trained model, and then we trained an SVM classifier using these features. In particular, we extracted features from the penultimate layer of the EfficientNet-b1 (EffNet) model (Tan and Le, 2019), which was trained using the ImageNet dataset. For training the model using the extracted features, we used SVM with its default parameter settings, with no further optimization of its hyper-parameter values. We chose EffNet as it was shown to achieve better performance for some social media image classification tasks (Alam et al., 2021a,b).
4.2.3 Multimodal: Text and Image

For the multimodal experiments, we used the BLOCK Fusion (Ben-younes et al., 2019) approach, which was originally proposed for question answering (QA). Our motivation is that an entity can be seen like a question about the meme context, asking for its role as an answer. In a QA setting, there are three elements: (i) a context (image or text), (ii) a question, and (iii) a list of answers. The goal is to select the right answer from the answer list. Similarly, we have four types of answers (i.e., roles). The task formation is that for an entity and a context (image or text), we need to determine the role of the entity in that context.

BLOCK fusion is a multi-modal framework based on block-superdiagonal tensor decomposition, where tensor blocks are decomposed into blocks of smaller sizes, with the size characterized by a set of mode-n ranks (De Lathauwer, 2008). It is a bilinear model that takes two vectors \( x^1 \in R^I \) and \( x^2 \in R^I \) as input and then projects them to a \( K \)-dimensional space with tensor products: \( y = T \times x^1 \times x^2 \), where \( y \in R^K \). Each component of \( y \) is a quadratic form of the inputs, \( \forall k \in [1; K] \):

\[
y_k = \sum_{i=1}^{I} \sum_{j=1}^{J} T_{ijk} x^1_i x^2_j \tag{1}
\]

BLOCK fusion can model bilinear interactions between groups of features, while limiting the complexity of the model, but keeping expressive high dimensional mono-model representations (Ben-younes et al., 2019). We used BLOCK fusion in different settings: (i) for image and entity, (ii) for text and entity, and (iii) for text, image with entity.

**Text and entity:** We extracted embedding representation for the entity and the text using a pre-trained BERT model. We then fed both embedding representations into linear layers of 512 neurons each. The output of two linear layers is taken as input to the trainable block fusion network. Then, a regularization layer and linear layer are used before the final layer.

**Image and entity:** To build embedding representations for the image and the entity, we used a vision transformer (ViT) (Dosovitskiy et al., 2021) and BERT pretrained models. The output of two different modalities was then used as input to the block fusion network.

**Image, text, and entity:** In this setting, we first built embedding representations for the text and the image using a pre-trained BERT and ViT models, respectively. Then, we concatenated these representations (text + image) and we passed them to a linear layer with 512 neurons. We then extracted embedding representation for the target entity using the pre-trained BERT model. Afterwards, we merged the text + image and the entity representations and we fed them into the fusion layer. In this way, we combined the image and the text representations as a unified context, aiming to predict the role of the target entity in this context.

In all the experiments, we use a learning rate of \( 1e^{-6} \), a batch size of 8, and a maximum length of the text of 512.

4.2.4 Additional Experiments

We ran two additional sets of experiments using attention mechanism and augmentation, as using such approaches has been shown to help in many natural language processing (NLP) tasks.

**Attention:** In the entity + image block fusion network, we used block fusion to merge the entity and the image representations. Instead of using the image representation directly, we used attention mechanism on the image and then we fed the attended features along with the entity representation into the entity + image block. To compute the attention, we used the PyTorchNLP library.\(^4\) In a similar fashion, we applied the attention mechanism to the text and to the combined text + image representation.

**Augmentation:** Text data augmentation has recently gained a lot of popularity as a way to address data scarceness and class imbalance (Feng et al., 2021). We used three types of text augmentation techniques to balance the distribution of the different class: (i) synonym augmentation using WordNet, (ii) word substitution using BERT, and (iii) a combination thereof. In our experiments, we used the NLPAug data augmentation package.\(^5\) Note that we applied six times augmentation for the hero class, twice for the villain class, and three times for the victim class. These numbers were empirically set and require further investigation in future work.

\(^4\)http://github.com/PetrochukM/PyTorch-NLP
\(^5\)https://github.com/makcedward/nlpaug
5 Results and Discussion

Below, we first discuss our sequence labeling and classification experiments. We then perform some analysis, and finally, we put our results in a broader perspective in the context of the shared task.

5.1 Sequence Labeling Results

Table 2 shows the evaluation results on the test set for our sequence labeling reformulation of the problem. We performed two experiments: one where we used as input the entire meme text (i.e., all tokens), and another one where we used the concatenation of the target entities only. We can see that the latter performed marginally better, but overall the macro-F1 score is quite low in both cases.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Acc</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>All tokens</td>
<td>0.51</td>
<td>0.32</td>
<td>0.21</td>
<td>0.24</td>
</tr>
<tr>
<td>Only entities</td>
<td>0.77</td>
<td>0.40</td>
<td>0.27</td>
<td>0.25</td>
</tr>
</tbody>
</table>

Table 2: Evaluation results on the test set for the sequence labeling reformulation of the problem.

5.2 Classification Results

Table 3 shows the evaluation results on the test set for our classification reformulation of the problem. We computed the majority class baseline (row 0), which always predicts the most frequent label in the training set. Due to time limitations, our official submission used the image modality only, which resulted in a very low macro-F1 score of 0.23, as shown in row 1. For our text modality experiments, we used the meme text and the entities. We experimented with BERT and XLM-RoBERTa, obtaining better results using the former. Using the BLOCK fusion technique on unimodal (text + entity) and multimodality (text + image + entity) yielded sizable improvements. The combination of image + text (rows 6 and 9) did not yield much better results compared to using text only (row 4). Next, we added attention on top of block fusion, which improved the performance, but there was no much difference between the different combinations (rows 7–9). Considering only the text and the entity, we observe an improvement using text augmentation. Among the different augmentation techniques, there was no performance difference between WordNet and BERT, and combining them yielded worse results.

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Acc</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 Majority</td>
<td>0.79</td>
<td>0.20</td>
<td>0.25</td>
<td>0.22</td>
</tr>
<tr>
<td>Image modality</td>
<td>1 EffNet feat + SVM</td>
<td>0.72</td>
<td>0.24</td>
<td>0.25</td>
</tr>
<tr>
<td>Text modality</td>
<td>2 BERT</td>
<td>0.76</td>
<td>0.42</td>
<td>0.36</td>
</tr>
<tr>
<td>Multimodality/Fusion</td>
<td>3 XLM-RoBERTa</td>
<td>0.75</td>
<td>0.38</td>
<td>0.32</td>
</tr>
</tbody>
</table>

Table 3: Evaluation results on the test set for our classification reformulation of the problem. Our official submission for the shared task is shown in italic.

5.3 Role-Level Analysis

Next, we studied the impact of using attention and data augmentation on the individual entity roles: hero, villain, victim, and other.

Table 4 shows the impact of using attention on (a) entity + image (left side), and (b) entity + [image + text] (right side) combinations. We can observe a sizable gain for the hero (+0.09), the villain (+0.06), and the victim (+0.07) roles in the former case (a). However, for case (b), there is an improvement for the victim role only; yet, this improvement is quite sizable: +0.16.

Table 5 shows the impact of data augmentation using WordNet or BERT on the individual roles. We can observe sizable performance gains of +0.11 for the hero role, and +0.04 for the villain role, when using WordNet-based data augmentation. Similarly, BERT-based data augmentation yields +0.12 for the hero role, and +0.02 for the villain role. However, the impact of either augmentation on the victim and on the other role is negligible.
### Table 4: Role-level results on the test set with (w/) or without (w/o) attention between the context (text, image) and the entity. (E: Entity, I: Image, Att.: Attention, T: Text)

<table>
<thead>
<tr>
<th>Role</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>F1</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hero</td>
<td>0.06</td>
<td>0.02</td>
<td>0.03</td>
<td>0.09</td>
<td>0.15</td>
<td><strong>0.12</strong></td>
<td>0.22</td>
<td>0.12</td>
<td>0.15</td>
<td>0.09</td>
<td>0.21</td>
<td>0.12</td>
</tr>
<tr>
<td>Villain</td>
<td>0.35</td>
<td>0.44</td>
<td>0.39</td>
<td>0.40</td>
<td>0.51</td>
<td><strong>0.45</strong></td>
<td>0.39</td>
<td>0.54</td>
<td>0.45</td>
<td>0.39</td>
<td>0.54</td>
<td>0.45</td>
</tr>
<tr>
<td>Victim</td>
<td>0.30</td>
<td>0.25</td>
<td>0.28</td>
<td>0.33</td>
<td>0.39</td>
<td><strong>0.35</strong></td>
<td>0.23</td>
<td>0.18</td>
<td>0.20</td>
<td>0.31</td>
<td>0.45</td>
<td><strong>0.36</strong></td>
</tr>
<tr>
<td>Other</td>
<td>0.86</td>
<td>0.84</td>
<td>0.85</td>
<td>0.88</td>
<td>0.81</td>
<td>0.84</td>
<td>0.87</td>
<td>0.84</td>
<td>0.85</td>
<td>0.89</td>
<td>0.77</td>
<td>0.82</td>
</tr>
</tbody>
</table>

### Table 5: Role-level results on the test set for the entity + text combination with and without augmentation.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Role</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>Hero</td>
<td>0.21</td>
<td>0.12</td>
</tr>
<tr>
<td>Villain</td>
<td>0.36</td>
<td>0.49</td>
</tr>
<tr>
<td>Victim</td>
<td>0.31</td>
<td>0.27</td>
</tr>
<tr>
<td>Other</td>
<td>0.87</td>
<td>0.83</td>
</tr>
</tbody>
</table>

### 5.4 Official Submission
For our official submission for the task, we used the image modality system from line 1 in Table 3, which was quite weak, with a macro-F1 score of 0.23. Our subsequent experiments and analysis pointed to several promising directions: (i) combining the textual and the image modalities, (ii) using attention, (iii) performing data augmentation. As a result, we managed to improve our results to 0.46. Yet, this is still far behind the F1-score of the winning system: 0.5867.

### 6 Conclusion and Future Work
We addressed the problem of understanding the role of the entities in harmful memes, as part of the CONSTRAINT-2022 shared task. We presented a comparative analysis of the importance of different modalities: the text and the image. We further experimented with two task reformulations—sequence labeling and classification—and found the latter to work better. Overall, we obtained improvements when using BLOCK fusion, attention between the image and the text representations, and data augmentation.

In future work, we plan to combine the sequence and the classification formulations in a joint multimodal setting. We further want to experiment with multi-task learning using other meme analysis tasks and datasets. Last but not least, we plan to develop better data augmentation techniques to improve the performance on the low-frequency roles.
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Abstract

We propose our solution to the multimodal semantic role labeling task from the "CON-straint"'22 workshop. The task aims at classifying entities in memes into classes such as “hero” and “villain”. We use several pre-trained multi-modal models to jointly encode the text and image of the memes, and implement three systems to classify the role of the entities. We propose dynamic sampling strategies to tackle the issue of class imbalance. Finally, we perform qualitative analysis on the representations of the entities.

1 Introduction

Social media memes can be defined as "pieces of culture, typically jokes, which gain influence through online transmission" (Davison, 2012). More specifically, memes are visual templates usually associated with a textual caption. Analysing memes involves many unique challenges that differ from classical multimodal tasks such as image captioning and visual question answering. While unimodal models can often perform well on multimodal datasets (Agrawal et al., 2018), memes involve a lot of entanglement – stylistic or semantic – between the two modalities, such as the caption contradicting the image. This makes memes intrinsically multimodal. Furthermore, pragmatics – the context’s contribution to meaning – plays a key role in the interpretation of memes. In particular, phenomena such as irony are challenging to detect. Even human annotators have difficulties in interpreting a meme correctly without knowledge of the community in which the meme was shared.

In this paper, we tackle the shared task on multimodal semantic role labeling of the “CON-straint”'22 workshop (Sharma et al., 2022). Given a (meme, entity) pair, the goal is to classify the entity’s role in the meme into one of four classes (hero, villain, victim or other) from the perspective of the author of the meme. The multimodality of the problem stems from the meme, which is given as an (image, OCR) pair, where OCR (for Optical Character Recognition) is the caption extracted from the image. The dataset covers one language, English, and two domains, COVID-19 and US politics. Figure 1 shows a sample from the training set.

Understanding memes involves a lot of common-sense and cultural knowledge on the political stance of the entities. Thus, it requires models pre-trained on a large amount of data, capable of recognizing key entities such as political figures in both modalities, and of inferring their relationship, their role and the public opinion of a community on them. To evaluate the task’s difficulty, we manually annotate a set of samples. With 5 annotators, we reach an average Macro-$F_1$ of 0.65 (see details in Appendix A), less than 10 points above the best system submitted to the shared task.

We propose systems relying on several multimodal (vision–language) pre-trained models: One For All (OFA, Wang et al., 2022), CLIP (Radford et al., 2021) and VisualBERT (Li et al., 2019). We use these models as encoders to extract multimodal meme representations. These encoders are introduced in Section 3. We then design several neural network classifiers to handle these representations in a task-specific fashion. These classifiers are presented in Section 4.1.

The "CON-straint"'22 dataset is characterised by a large class imbalance, with the most frequent class gathering 78% of the samples in the train set, while the least frequent one is conveyed by less than 3% of the samples. However, the challenge is evaluated using a Macro-$F_1$ metric and calls for balanced performances across all classes. To handle this discrepancy, we developed several sub-samples, thus considering all entities of a meme independently during training and inference.
Our best results are obtained by ensembling predictions from all of our models, using various ensembling methods. The details of the ensembling methods are given in Section 4.3. Finally, we present our performance in Section 5 along with a qualitative analysis of our models. We highlight the limitations of the dataset, task and methods in Section 6.

To summarise, our whole architecture is built on freely available pre-trained models. We only fine-tune these models for the multimodal semantic role labeling task. This makes computational training cost particularly low. Our system can be characterised by:

- Simple classifier design on top of deep pre-trained model.
- Handling of class imbalance through carefully-designed sampling strategies.

Our code is available at: https://github.com/smontariol/mmsrl_constraint.

2 Related Work

Multimodal semantic role detection in memes is a relatively unique task, compared to other language–image multimodal task such as object classification and entity action detection, it requires a lot more contextual and cultural background. In this section, we list some related problems before introducing tools to tackle the task at hand in the next section.

In recent years, social media platforms have seen a wave of multimodal data in diverse media types. This attracted the interest of researchers to combine modalities to solve various tasks with joint representations, where the model’s encoder takes all the modalities as input, or separated representations, where all modalities are encoded separately (Baltrušaitis et al., 2018).

In the CONSTRAINT’22 challenge, we tackle multimodal semantic role labeling (SRL). SRL is originally a Natural Language Processing (NLP) task which consists in labeling words in a sentence with different semantics roles to determine Who did What to Whom, When and Where (Gildea and Jurafsky, 2002; Carreras and Márquez, 2005); these roles are also known as thematic relations. It was extended to the computer vision domain through Visual SRL. Visual SRL benchmarks focus on situation recognition in images (Silberer and Pinkal, 2018; Pratt et al., 2020); these tasks heavily rely on object detection systems for visual groundings (Yang et al., 2019). This differs from the methods we need to implement for the shared task, where the entities do not necessarily appear in the image. Moreover, in our case, the semantic role is taken from the point of view of a political argumentative: the perception of the entity by the author of the meme. This involves completely different features compared to labeling the thematic relations of the entity; in particular, cultural and contextual knowledge on the background of the meme.

Another similar task is multimodal named entity recognition, which aims at identifying and classifying named entities in texts and images. It requires more in-domain knowledge compared to multimodal SRL; but most multimodal NER datasets are text-centric, with the image being an additional feature for the text-based prediction (Arshad et al., 2019; Chen et al., 2021), while our task is more symmetrical or even image-centric.

Finally, many shared task on memes have been proposed in recent years, with a large variety of tasks: emotion classification (e.g. MEMOTION task at SemEval 2020 Sharma et al., 2020); hateful meme detection (e.g. the Hateful Meme Challenge Kiela et al., 2020) event clustering (e.g. DANKMEMES at EVALITA 2020 (Miliani et al., 2020)); more fine-grained hateful content analysis (Fine-Grained Hateful Memes Detection Mathias et al., 2021, aiming at classifying the target attacked by the meme and the type of attack); or and detection of persuasion techniques (e.g. Semeval 2021 Task 6, Dimitrov et al., 2021).

3 Multimodal Encoding

Since we experiment with deep neural networks, we need to obtain distributed representations of our inputs. To this end, we use pre-trained mod-
els with good performances on popular datasets. These models are multimodal transformers, that we use to encode image and caption’s OCR into a common latent space. While transformers were originally developed for natural language processing (Vaswani et al., 2017; Devlin et al., 2019), they subsequently became ubiquitous in computer vision models as well (Dosovitskiy et al., 2021). To process an image, it is first cut into a sequence of \( P \times P \times C \) patches. These patches are then projected into the transformer input dimension, either using a single linear layer, or using a full-fledged CNN architecture.

The output of a transformer has the same length as its input. We call this length \( N \); it is the number of patches in the image, the number of tokens in the OCR, or the sum of the two for multimodal transformers. Thereafter, we refer to an encoded meme image \( i \) and OCR \( o \) as \( \text{enc}_{\text{full}}(o, i) \in \mathbb{R}^{N \times d} \). This output can be further pooled into a fixed-size representation \( \text{enc}_{\text{pool}}(o, i) \in \mathbb{R}^d \). We now describe what models are behind these encoder functions.

### 3.1 CLIP and VisualBERT

The multi-modal features are extracted from the caption’s OCR and the meme image using two vision-language models, CLIP and VisualBERT.

CLIP (Contrastive Language–Image Pre-training, Radford et al., 2021) is trained using text as supervision to encode images, with 400 million image–text pairs available on the internet. The training task is to predict which text is associated with an image, from all text snippets of the batch, using a contrastive objective instead of a predictive one for computational efficiency. CLIP trains an image encoder and a text encoder jointly, maximizing the cosine similarity of the image and text embeddings in the joint representation space for positive pairs, and minimizing similarity of negative pairs. The strength of this task is to offer large robustness and zero-shot capability to the model, to transfer to many classification tasks. Image encoding is done using a variation of the Vision Transformer (ViT, Dosovitskiy et al., 2021). Text encoding is done using a GPT-like language model (Radford et al., 2019). \(^2\)

Similar to CLIP, we use a VisualBERT model (Li et al., 2019) trained on visual commonsense reasoning and image captioning. VisualBERT uses self-attention to align parts of the text with regions of the image and build a joint representation. It mostly differs from CLIP in its training procedure in three phases: task-agnostic pre-training, task-specific pre-training, and task-specific fine-tuning. Moreover, VisualBERT does not include an image encoder; the patch features are extracted beforehand with pre-trained image classification and segmentation models. We extract features using FasterRCNN (Ren et al., 2015), EfficientNet (Tan and Le, 2019) and VGG (Simonyan and Zisserman, 2015). Bucur et al. (2022) showed that EfficientNet features prove useful for sentiment and emotion analyses of meme, while Pramanick et al. (2021) prove the efficiency of VGG for detecting harmful memes and identifying their target.

The output of both CLIP and VisualBERT can either be pooled (\( \text{enc}_{\text{pool}} \)) or be used as-is (\( \text{enc}_{\text{full}} \)).

### 3.2 OFA

A second method we experiment with to obtain a distributed representation of text and images is OFA (One For All, Wang et al., 2022). OFA is based on an encoder–decoder architecture pre-trained on several visual, textual and cross-modal tasks. A key point of OFA is to leverage a diverse set of training tasks to obtain good zero-shot performances. Despite this claim, we did not obtain satisfactory zero-shot results. We hypothesize that this is due to the noisy OCR and to the nature of meme role labeling which is radically different from what OFA was pre-trained on.

All tasks are expressed as sequence-to-sequence problems, such that a single OFA model can be used without the need of task-specific layers. For example, one of the pretraining task is image captioning; for this task, the model is trained to predict the caption given the image and the text “What does the image describe?” as inputs.

The input image and text are fed jointly to the encoding transformer using modality-specific positional embeddings. The image representation is built from \( 16 \times 16 \) patches embedded by a ResNet (He et al., 2016). The decoding transformer is trained as a causal language model conditioned on the encoder’s output with a standard cross-entropy loss. When the output is constrained on a small number of classes, the model is trained and evaluated on the task’s output domain, not on the whole output vocabulary.
For the meme role labeling task, we feed OFA with the image as well as the following instruction: “What is the category of entity between hero, villain and victim? OCR.”

As we detail in the next Section 4, we train OFA either as a sequence to sequence problem (resulting in a pair of models \(\text{enc}_{\text{OFA}}=\text{dec}_{\text{OFA}}\)) or by adding a classification head on top of the decoder (which can be used as a standard \(\text{enc}_{\text{pool}}\)).

4 Models

We now describe how we use the encoded text and images for semantic role labeling.

4.1 Classification

We experiment with three different methods to classify a (meme, entity) pair, depending on what kind of representation we get from the encoder. The representation of the meme is composed of the image’s representation along with the encoded caption’s OCR, and any extra features such as the list of entities related to the meme. For ease of notation, we group under “OCR” all extra features which were extracted from the meme, and we refer to them using a single variable \(o = (\text{OCR}, \text{caption, \ldots})\). Image features are referred to by \(i\) and the encoded list of entities by \(e\). All classifiers are illustrated in Figure 2.

**Multilayer perceptron (MLP)** When the output of the encoder is of fixed size, we use a 2-layers MLP classifier. The input of the classifier is made from the encoding of the OCR, image and entity. The representation of the entity is obtained using the same transformer used to process the OCR. The output of the model is a softmax on the four possible roles:

\[
P(r \mid o, i, e) \propto \exp \left( \text{MLP} \left( \begin{bmatrix} \text{enc}_{\text{pool}}(o, i) \\ \text{enc}_{\text{pool}}(e) \end{bmatrix} \right) \right).
\]

This model is trained using a standard cross-entropy loss. Depending on the encoder, we either train the MLP alone, or the MLP and the encoder jointly.

**Attention** When the representations of the OCR and image are not pooled along the sequence’s length, we use an attention mechanism. In this case, the query of the attention is the entity we wish to classify, while the memory is built from a concatenation of the image and OCR encoded by CLIP or VisualBERT:

\[
\alpha_j \propto \exp \left( \text{enc}_{\text{pool}}(e)^T \text{W}_k \text{enc}_{\text{full}}(o, i)_j \right),
\]

\[
a = \text{ReLU} \left( \sum_j \alpha_j \text{W}_v \text{enc}_{\text{full}}(o, i)_j \right),
\]

where \(W_k\) and \(W_v\) are parameters used to project the encoded meme for use as attention key and value. We classify the attention output \(a\), using a softmax layer \(P(r \mid o, i, e) \propto \exp(W_r a)_r\).

Since the encoders already use positional embeddings, we do not add this information to our classifier’s attention. However, we do use segment embeddings to distinguish the vectors encoding the image, OCR or entity list in the encoder’s output. We use different MLP layers depending on whether a vector correspond to an input image, OCR or entity list. This model is also trained by minimizing the cross-entropy with gold labels.

**Seq2seq** When using an OFA encoder, we also attempt to stay in the sequence to sequence framework and train the model to generate the class labels. In this case, if we denote the label’s tokens by \(\ell\), the model is trained to maximize the likelihood that the meme \((o, i)\) has the gold target \(\hat{\ell}\):

\[
P(\ell_k \mid \ell_{<k}, o, i) \propto \text{dec}_{\text{OFA}}(\text{enc}_{\text{OFA}}(o, i), \ell_{<k})_{\ell_k},
\]

where \(\ell_{<k} = [\ell_1, \ell_2, \ldots, \ell_{k-1}]^T\) refers to the list of previous tokens. To evaluate this model, the log-likelihood of the possible labels are summed along sequence length:

\[
\hat{r} = \arg \max_r P(r \mid o, i) \propto \prod_k P(\ell_k^{(r)} \mid \ell_{<k}^{(r)}, o, i),
\]

where \(\ell^{(r)}\) designates the list of tokens for the label \(r\), such as \([\text{vil}, \text{lain}]^T\).

**Additional features** As explained in Section 2, our task is quite different from most multimodal tasks on which the encoders were trained; it is much more abstract and requires a lot of additional background knowledge. Thus, when using CLIP and VisualBERT, we add supplementary features as input to the classification model (MLP and attention).

We add as textual features the list of entities associated with the meme, this list is directly available in the dataset. We encode the entities’ names
using the same encoder as the system (CLIP or VisualBERT).\textsuperscript{4} We also add to the system the image features that were extracted using VGG, EfficientNET and FRCNN.

4.2 Dealing with Class Imbalance

The dataset faces a large class imbalance, with the class other being over-represented (78% in the train set) and classes hero and victim consisting of only 2.7% and 5.2% of the train set respectively. Thus, training on the raw dataset might lead to overfitting and over-predicting the majority class. Moreover, recall that the evaluation metric is Macro-$F_1$, which weighs each class equally; hence the importance of solving the class imbalance issue.

Our first solution was to weight labels in the loss. This loss penalisation led to poor performances; we suspect this is due to the working of the optimization algorithm we used. Adam and its variants estimate the distribution of the gradients using exponential moving averages; these estimates are faulty when the magnitude of the loss changes often.

A common strategy is over-sampling the low-frequency classes and under-sampling the high-frequency ones. Each (meme, entity) pair is dropped with a pre-defined probability, following various class sampling strategies. We evaluated 6 different sampling strategies illustrated in Figure 3:

\textbf{Micro} does not subsample. This optimize the Micro-$F_1$, which puts more weight on samples labeled other due to their sheer number.

\textbf{Macro} subsamples memes such that the label distribution is uniform. This implies dropping a large amount of other samples in order to lower their frequency.

\textbf{In-between} is a compromise between micro and macro, balancing between matching the evaluation loss and seeing a more diverse set of samples.

\textbf{Interpolate} drifts from micro to macro during training. For the first epoch, the memes are sampled according to the empirical distribution (micro); while the last epoch is sampled to have a uniform label distribution (macro).

\textbf{Cycle} alternates between micro and macro (2-epoch short cycle) or between micro, macro and two different in-between (4-epoch long cycle).

For the last two strategies, the sampling rates are updated at the end of each epoch during training. In general, these dynamic sampling strategies performed better than sampling strategies with a fixed rate for the whole training duration.

4.3 Ensembling

In order to further improve our results, we build several ensemble of our models. We filter-out models with a low validation macro-$F_1$ and experiment with several ensembling techniques. Due to the small size of the dataset, we did not create an additional split to evaluate our ensembling approach. In
this context, overfitting the validation set is a risk. Two of the ensembling methods we evaluate are therefore non-parametric. These non-parametric strategies take the average or the median probability assigned to each class by all models.

Preliminary results indicate that training a linear model to weight the output of our various models is tedious and does not improve over non-parametric strategies. We therefore turn towards gradient boosted trees (Friedman, 2001) trained by XGBoost (Chen and Guestrin, 2016). XGBoost builds an ensemble of decision trees, whose internal nodes correspond to conditions on our models’ output, and whose leaves correspond to a predicted semantic role. Boosted trees have the potential to outperform non-parametric methods by better capturing the scale of various models’ output, however it has the downside of being very prone to overfitting.

5 Results

5.1 Experimental process

The train set consists of 17,514 (meme, entity) pairs, the validation set 2,069 pairs and the test set 2,433 pairs. We did all the training on the datasets from the two domains, COVID-19 and US politics jointly. The test set contains examples from both domains. The evaluation is done with Macro-$F_1$ score; the OCR and the list of entities are provided along with the image of the meme. We run all experiments 5 times to check for the robustness of results and perform statistical testing.

For CLIP, we use the biggest L/14 CLIP-ViT model built on the Vision Transformers (Dosovitskiy et al., 2021). Both preliminary self-supervised fine-tuning and fine-tuning while doing the classification failed. This is probably due to the size and the format of the shared task dataset, much smaller and quite different from the training data of the pre-trained model; any fine-tuning leads the model to forget the knowledge it learned during pre-training. Consequently, we freeze all layers and tune only the classifier, with the architectures described in Section 4.

For VisualBERT, we fine-tune the visualbert-vcr-coco-pre model trained on caption generation and visual commonsense reasoning.

For OFA $\text{enc}_{\text{pool}}$ with an MLP classifier, we obtained better results by fine-tuning the whole model from the $\text{vqa}_{\text{large_best}}$ checkpoint\(^5\) using a small 0.1 label smoothing and feeding the OCR and entity both to the encoder – along with the image – and to the decoder. Our OFA $\text{seq2seq}$ model follows the same setup using the $\text{ofa}_{\text{base}}$ checkpoint.

In the dataset, several entities are associated with more that one label. As this situation is infrequent, we consider the small amount of samples with multiple labels does not warrant a full-fledged multi-label classification setup. Thus, our models output a single categorical distribution. When multiple labels ought to be predicted for an entity (the entity appears twice in the list of entities associated with the meme), we predict them in order of likelihood.

5.2 Quantitative results

Classifier results. Table 1 compares our main models on the constraint’22 test set. We measure the statistical significance of our results using a one-sided Welch’s unequal variances $t$-test (Welch, 1947) under the null hypothesis that the macro-$F_1$ are equals. Some hyperparameters are optimized on a per-model basis. In particular, using the list of entities as additional feature improves the performance for VisualBERT and CLIP-attention but not for our best CLIP-MLP model.

A CLIP $\text{enc}_{\text{pool}}$ together with an MLP classifier reached the best performances among our non-ensembling model pool, significantly ($p < 0.0004$) improving over the OFA MLP combination. Using the unpooled features of the transformers ($\text{enc}_{\text{full}}$) with an attention classifier underperform compared to the $\text{enc}_{\text{pool}}$+MLP approach. However this difference is not significant in the case of VisualBERT ($p < 0.3$). In particular, attention-based

\(^5\)This refers to an OFA model pre-trained on 8 tasks then fine-tuned on VQA from the official OFA repository.
Table 1: Comparison of the best systems with the different encoders and classification architectures. All systems are run 5 times with 25 epochs. Encoders with an * in exponent are augmented with the list of entities as feature.

<table>
<thead>
<tr>
<th>Encoder</th>
<th>Classifier</th>
<th>Macro-$F_1$ mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>OFA</td>
<td>MLP</td>
<td>44.6</td>
<td>0.5</td>
</tr>
<tr>
<td>OFA</td>
<td>Seq2seq</td>
<td>44.0</td>
<td>0.9</td>
</tr>
<tr>
<td>CLIP</td>
<td>MLP</td>
<td>47.0</td>
<td>0.5</td>
</tr>
<tr>
<td>CLIP</td>
<td>Attention</td>
<td>42.3</td>
<td>1.7</td>
</tr>
<tr>
<td>VisualBERT*</td>
<td>MLP</td>
<td>43.1</td>
<td>0.2</td>
</tr>
<tr>
<td>VisualBERT*</td>
<td>Attention</td>
<td>42.3</td>
<td>1.8</td>
</tr>
<tr>
<td>Ensemble mean</td>
<td></td>
<td>47.9</td>
<td>-</td>
</tr>
<tr>
<td>Ensemble median</td>
<td></td>
<td>47.5</td>
<td>-</td>
</tr>
<tr>
<td>Ensemble XGBoost</td>
<td></td>
<td>47.6</td>
<td>-</td>
</tr>
<tr>
<td>Challenge's top score</td>
<td></td>
<td>58.7</td>
<td>-</td>
</tr>
<tr>
<td>Human</td>
<td></td>
<td>65.5</td>
<td>4.6</td>
</tr>
</tbody>
</table>

Table 2: Sampling results with the CLIP model and MLP classifier, with 500 batch per epoch.

<table>
<thead>
<tr>
<th>Sampling</th>
<th>Macro-$F_1$ mean</th>
<th>std</th>
</tr>
</thead>
<tbody>
<tr>
<td>micro</td>
<td>38.3</td>
<td>1.0</td>
</tr>
<tr>
<td>in-between</td>
<td>44.1</td>
<td>0.3</td>
</tr>
<tr>
<td>macro</td>
<td>42.3</td>
<td>0.6</td>
</tr>
<tr>
<td>interpolate</td>
<td>46.3</td>
<td>0.8</td>
</tr>
<tr>
<td>short cycle</td>
<td>47.0</td>
<td>0.5</td>
</tr>
<tr>
<td>long cycle</td>
<td>46.5</td>
<td>0.5</td>
</tr>
</tbody>
</table>

approaches have more variance than their MLP counterpart. The OFA seq2seq model reaches performances within the error margin of the OFA MLP model ($p < 0.14$), which is not surprising since the two models are relatively close. The gap between VisualBERT and OFA is somewhat significant with $p$-values between 0.001 and 0.07 depending on the pairwise comparison. As expected, ensembling leads to the best result, regardless of the ensembling strategy; human annotators far exceed current model performances. We further develop human annotation in Section 6.

Sampling results. Table 2 compares the different sampling strategies represented in Figure 3 for training a CLIP encoder with MLP model. As expected, using the empirical class distribution (micro strategy) leads to the worse score. While the macro strategy is in theory what we should maximise to improve the Macro-$F_1$, it is second worst among all strategies. The dynamic strategies, which use evolving sampling frequencies during training clearly outperform static strategies. In particular, for training CLIP, the short cycle strategy outperforms the other ones, but the difference with long cycle and interpolate is not statistically significant ($p$-values $> 0.05$). We observe similar tendencies with systems based on OFA and VisualBERT, with a slight advantage to the interpolate strategy over the cycling ones for the former.

Despite the different subsampling strategies, the per-class performances vary widely, see for example the results for the CLIP MLP model with a short cycling subsampling strategy:

<table>
<thead>
<tr>
<th>%</th>
<th>hero</th>
<th>villain</th>
<th>victim</th>
<th>other</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_1$</td>
<td>20</td>
<td>50</td>
<td>33</td>
<td>84</td>
</tr>
<tr>
<td>Precision</td>
<td>15</td>
<td>46</td>
<td>26</td>
<td>90</td>
</tr>
<tr>
<td>Recall</td>
<td>33</td>
<td>56</td>
<td>45</td>
<td>79</td>
</tr>
</tbody>
</table>

We observe similar results with all hyperparameter combination. These performances somewhat follow the empirical distribution of the classes, with the rarest class hero having the worst performance, and victim being not much better. This makes us consider sub-sampling other even below 25%. However, this observation-inspired “super-macro” strategy did not prove successful, reaching an average Macro-$F_1$ or 40.0, higher than the micro strategy but lower than the macro one.

5.3 Qualitative analysis

We extract the embeddings of all entities in the train set as their are embedded by the CLIP model, right before being fed into the MLP or being used as query for the attention mechanism. Keeping only the ones occurring more than 30 times, we perform a PCA on their embeddings and represent the first two components in Figure 4. Each point represents an entity, its colour depends on the distribution of labels that are attributed to the entity, normalised by the global frequency of each label in the full dataset. We keep only the two most frequent labels associated with the entity for colouring. We can see that inanimate objects tend to be labeled as other. On the other hand, large political parties are nearly always portrayed as villain with America as a victim. The somewhat unexpected heroic status of the libertarian party can be explained by the presence of...
en of advertisements in the form of memes in the dataset. We can see that CLIP was able to separate the entities according to their probable class even before processing the meme. Still, the model can’t clearly distinguish between most heroes and villains without seeing the meme, which is to be expected.

6 Discussion

The multimodal aspect is crucial in this task. When looking at entity names, only 15% have an exact surface form match in the caption’s OCR; moreover, the OCR is often incomplete or noisy (see example in Figure 1 with the “Exit” sign popping in the middle of the caption). Thus, using only the text is far from sufficient. On the other hand, recognising the entities in the image of the meme is not an easy task. As stated in the introduction, the image and the text are often not directly related. Moreover, the image often contains elements not seen in common image datasets; for example, meme creators often perform montages like swapping faces and objects. Overall, a lot of commonsense and cultural knowledge is needed for the model to understand what the meme is about.

The absence of contextual information also makes the task difficult for humans. To evaluate the difficulty of the task, we performed human annotation of a sample of 100 (image, entity) pairs with five annotators. Details of annotation process can be found in Appendix A. The average pairwise Cohen’s $\kappa$ (Cohen, 1960), used to measure the inter-annotator agreement, is 0.47. It indicates a “moderate” agreement according to Cohen (1960). However, it also shows that less than one third of the annotations are reliable (McHugh, 2012). Moreover, the macro-$F_1$ scores are relatively low: the average is 0.65 and the maximum 0.69. Having metadata such as source website and date of publication of the meme would help human and algorithmic annotators alike.

Finally, from a real-world point of view, this task is not entirely complete: the OCR and the list of entities are already provided in the dataset, and we only have to perform the classification. In a real-life setting, we would create a multi-task system jointly extracting the caption, detecting entities and classifying them; the three tasks complementing each other.

7 Conclusion

In this work, we propose several systems to solve the task of classifying entity roles in memes. We focus on comparing classification models – MLP, Attention and Seq2seq systems – on top of pre-trained multimodal encoder: CLIP, VisualBERT and OFA. Our best standalone system uses the CLIP encoder with MLP classifier, but our best score is obtained using ensembling of a large number of models. We also compare several sampling strategies to deal with the class imbalance issue, proposing dynamic sampling methods that outperform the standard uniform (“macro”) sampling.

As a preliminary future work, more or less straightforward processing can be performed on the dataset, at the entity-level (using an entity linker to resolve surface forms to entity identifiers, e.g. merging entities ”US” and ”United States” together); at the OCR-level (performing lexical normalization (Samuel and Straka, 2021) to deal with OCR errors and meme-specific syntax); and at the image-level (removing the text from the image, for a less noisy image embedding).

To improve the model, entity representation is key. We wish to train global entity embedding, shared across the whole dataset, and contextualised entity embeddings, aligning the entity’s vector representation in the image and in the OCR of the meme (when there is an explicit mention of it).
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A Human Annotations

To assess the quality of the dataset and put our results into perspective, we hand labeled part of the datasets. The team of five annotators is composed of researchers in Natural Language Processing. One of them is American native and the other 4 are European. Two of them are in the 40-50s age range and three of them are in the 20-30s. The annotators were all given the same 100 samples to label. To have a better estimate of the macro-$F_1$, we sampled 25 memes for each gold role. The annotator were given the class definitions and were informed that the labels had a uniform distribution. The annotation script as well as the answers of the annotators are available with the remainder of our code at https://github.com/smontariol/mmsrl_constraint.

We compute the macro-$F_1$ score of each annotator, resulting in an average score of 0.65. The minimum score was 0.57 and the maximum 0.69.
These scores show the difficulty of the task for a human. For comparison, the best score during the challenge was 0.58, still considerably lower than the human best score.

To measure the inter-annotator agreement, we compute the average pair-wise Cohen’s $\kappa$ (Cohen, 1960). It is similar to measuring the percentage of agreement, but taking into account the possibility of the agreement between two annotators to occur by chance for each annotated sample. The average Cohen’s $\kappa$ is 0.47, indicating a “moderate” agreement according to Cohen (1960). However, it also indicates that less than one third of the annotations are reliable (McHugh, 2012).
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Abstract

During the COVID-19 pandemic, the spread of misinformation on online social media has grown exponentially. Unverified bogus claims on these platforms regularly mislead people, leading them to believe in half-baked truths. The current vogue is to employ manual fact-checkers to verify claims to combat this avalanche of misinformation. However, establishing such claims’ veracity is becoming increasingly challenging, partly due to the plethora of information available, which is difficult to process manually. Thus, it becomes imperative to verify claims automatically without human interventions. To cope up with this issue, we propose an automated claim verification solution encompassing two steps – document retrieval and veracity prediction. For the retrieval module, we employ a hybrid search-based system with BM25 as a base retriever and experiment with recent state-of-the-art transformer-based models for re-ranking. Furthermore, we use a BART-based textual entailment architecture to authenticate the retrieved documents in the later step. We report experimental findings, demonstrating that our retrieval module outperforms the best baseline system by 10.32 NDCG@100 points. We escort a demonstration to assess the efficacy and impact of our suggested solution. As a byproduct of this study, we present an open-source, easily deployable, and user-friendly Python API that the community can adopt.

1 Introduction

The escalating drift of online social media platforms has led to a massive rise in online content consumers. Participation in these platforms has swung into another correspondence, which is no longer limited by physical barriers. Because of their speed and focused information, these platforms facilitate the dissemination of personal thoughts and information to a much larger audience. However, at the same time, these platforms have enriched an equally docile environment for malicious users to promulgate fake news, bogus claims, rumors and misinformation. There have been numerous cases where the propagation of malicious unverified content has influenced the entire society. One such concrete example is the 2016 Presidential Elections in the United States, which witnessed the alarming impact of false news, with many citizens swayed by a fraudulent website (Grave et al., 2018). Allcott and Gentzkow (2017) revealed that nearly 25% of American citizens visited a fake news website that aimed at manipulating the general public’s cognitive process and consequently clouted the eventual conclusion of the election. Another recent example is the global pandemic of COVID-19. When the entire world went into lockdown, the virtual world encountered a great closeness transforming social media platforms into the primary conduits for information consumption and dissemination. Consequently, there has been an accretion of 50%-70% in total Internet hits in the year 2020 (Beech, 2020). Around the same time, enormous social media posts with unverified bogus claims about the pandemic began to arise, frequently spurring life-threatening remedies (Naeem and Bhatti, 2020). Such claims had an unprecedented impact, resulting in monetary damage and the loss of priceless human lives. A study revealed that at least 800 individuals died worldwide in the first quarter of 2020 due to misinformation about COVID-19 (Coleman, 2020).

Motivation: A slew of such incidents has continued to emerge from the worldwide community in recent years. Thousands of people read these unverified claims online and spread misinformation if the claims’ integrity is not corroborated. As a result, a variety of manual fact-checking organizations have evolved to
address this concerning issue. Unfortunately, the enormity of misinformation floating around on the Internet has developed into a global infodemic\(^1\) making their efforts untenable. To alleviate this bottleneck, the process of automating fact-checking has recently garnered a lot of consideration in the research world. Vlachos and Riedel (2014) formalized the task of fact-checking and claim verification as a series of components – identifying claims to be evaluated, extracting relevant shreds of evidence, and delivering verdicts. As a result, this facilitated the establishment of automated fact-checking pipelines composed of subcomponents that can be mapped to tasks well-studied in the NLP community. The task of retrieving relevant information has gained a lot of impetus in recent years, especially with the introduction of tools like Pyserini\(^2\) and BEIR\(^3\). Furthermore, advancements were made by establishing datasets of either claims acquired from fact-checking websites (Wang, 2017) or datasets curated specifically for research (Thorne et al., 2018a). The recent release of the CORD-19 dataset\(^4\), consisting of more than 500,000 articles, has provided access to thousands of scientific articles on the prevention techniques, spread, transmission, and cures of the COVID-19. The dataset consists of more than 500,000 articles.

State-of-the-art and Challenges: Previous research in the realm of claim verification and fact-checking has primarily concentrated on structured data, often in the form of subject-predicate-object statements (Dong et al., 2015; Nakashole and Mitchell, 2014). Several research on detecting false claims on social media included network metadata such as user profile characteristics, user-user interactions, popularity attributes based on the number of likes or followers, etc (Kumar et al., 2016; Qazvinian et al., 2011). Most notably, all of these procedures use black-box approaches, and hence, do not articulate why a statement is considered verified. Another pressing issue is that the input claim does not coexist naturally with the corresponding review articles. As a result, obtaining the relevant articles via internet is critical. There is, however, a disparity between the human—crafted review articles generated specifically for claim verification in the fact database and the report articles gathered from the web. Meanwhile, methods such as ClaimBuster\(^5\) and Google’s Fact Check Explorer\(^6\) have been developed to check the legitimacy of the statement by assessing trust criteria utilizing internet. However, these existing methods are not intended to investigate the veracity of the evidence and hence fail to meet the previously identified issues.

Our Contributions: To address the aforementioned issues, we create an end-to-end claim verification system capable of establishing the integrity of a query claim and explaining its decisions with supporting evidence. Our model takes in as input the claim whose veracity is to be verified. Due to the diversity of natural language idioms, the first major problem in developing such a system is identifying connected snippets of a claim. Thus, we utilize well-known retrieval systems for this task. The system selects relevant articles from either the CORD-19 dataset or our in-house dataset, ClaVer, using a host of different models ranging from BM25 to intricate hybrid searchers. Users can additionally opt to retrieve more fine-grained results where the model selects relevant snippets in the article. Eventually, the model verifies the claim by calculating the entailment of the input claim concerning the retrieved articles.

Through this work, we make the following contributions:

1. To allay the unavailability of a COVID-19 centric annotated dataset for claim verification in Twitter, we develop ClaVer, a new dataset of claim-evidence pairs based on a subset of COVID-19-related claims reaped from a recently released large-scale claim-detection dataset, LESA (Gupta et al., 2021).

2. We propose an end-to-end claim verification system encompassing two steps to validate the claims proffered online provided high-quality editorial review articles and Twitter posts.

---

\(^1\)https://www.who.int/health-topics/infodemic
\(^2\)https://github.com/castorini/pyserini
\(^3\)https://github.com/UKPLab/beir
\(^4\)https://allenai.org/data/cord-19
\(^5\)https://idir.uta.edu/claimbuster/api/
\(^6\)https://toolbox.google.com/factcheck/explorer
3. We evaluate our retrieval model against multiple state-of-the-art systems concerning our dataset, ClaVer. According to the comparison, BM25 surpasses all other existing systems by a wide margin.

4. We provide an open-source, easily deployable, and user-friendly Python API based on our proposed solution for claim verification. We also accompany a demonstration to evaluate the efficacy and usage of the API.

2 Related Work

The challenge of verifying claims on online social media has garnered considerable attention in the last several years. Initially, the task of automatic claim verification and fact-checking were investigated in the context of computational journalism (Cohen et al., 2011; Flew et al., 2012), and journalists and professional fact-debunks manually verified claims utilizing various information sources. However, that was not just time-consuming but also introduced substantial human bias in it. The recent advancement in NLP and information retrieval (IR) has equipped journalists and online social media users with tools enabling automatic claim verification. In the past few years, plenty of work has been proposed to fact-check online claims. Vlachos and Riedel (2014) presented the initial pioneering work in this domain. They published the first claim verification dataset, which included 106 statements taken from fact-checking websites like PolitiFact. However, they lacked justification for the verdict, which verification systems typically require. To address this issue, Wang (2017) prolonged this approach by introducing 12.8K claims from PolitiFact along with their explanations. The Fact Extraction and Verification (FEVER) shared task was launched to advance research in this direction (Thorne et al., 2018b). The organizers of the FEVER shared task constructed a large-scale dataset of 185445 claims based on Wikipedia articles, each of which comes with several evidence sets.

Traditionally, the existing claim verification systems primarily rely on textual content and/or social context. The content-based methods essentially acquire the n-grams (Wang, 2017), semantics (Khattar et al., 2019), writing styles (Gröndahl and Asokan, 2019), etc. Besides textual-content, auxiliary knowledge around social-context has also been extensively examined for verification tasks. These context-based methods emphasize collecting user profile-based (Shu et al., 2019), propagation structure-based (Wei et al., 2019), source-based (Pennycook and Rand, 2019), etc. Zhi et al. (2017) introduced ClaimVerif that provides a credibility score for a user given a claim and also gives supporting evidences that justify the credibility score. Hanselowski et al. (2018) presented their approach to the FEVER task (Thorne et al., 2018b) which was introduced to expedite the development of fact verification systems, in which they used entity linking for document retrieval and Enhanced Sequential Inference Model for determining the entailment. Ma et al. (2019) used Hierarchical Attention Networks with sentence-level evidence embeddings. Despite the fact that these tactics produce good performance results, it is challenging for these approaches to provide adequate reasons for claim verification outcomes.

As a result, current research has focused on interpretable claim verification, which develops interactive models to examine the distinction. Attention-based interaction models (Popat et al., 2018), gate fusion interactive models (Wu and Rao, 2020), coherence modelling interactive models (Ma et al., 2019), and graph-aware interaction models are among the interactive models. The granularity of captured semantic conflicts involves word-level (Popat et al., 2018), sentence-level (Ma et al., 2019), and multi-feature (Wu and Rao, 2020) conflicts. Su et al. (2020) came up with a question-answering-based model that mines relevant articles from the CORD-19 dataset and summarizes them to answer pressing questions about the COVID-19 pandemic. Recently, Pradeep et al. (2021) proposed a T5\textsuperscript{7} transformer-based architecture for abstract retrieval, sentence selection and label prediction and perform claim verification. Similar to us, they also utilized the CORD-19 (Wang et al., 2020) corpus as the knowledge base to retrieve shreds of evidences. These methods, which employ semantic conflicts to verify claims, reflect a certain degree of interpretability. But not all conflicts can be used as valid evidence to reasonably explain the results, and they also include considerable conflicts unrelated to claims or even interfere with the verified results. It is difficult for automatic claim verification to provide reasonable explanations for the

\textsuperscript{7}https://huggingface.co/transformers/model_doc/t5.html
Table 1: Examples from ClaVer dataset along with the evidence and corresponding labels.8

<table>
<thead>
<tr>
<th>Claim: 1</th>
<th>Evidence</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>@CNN Boosting our immune systems will help deter the virus. It’s our only defense aside from n95 masks and goggles</td>
<td>First, there’s the not-so-great news. Despite claims you may have seen on the Internet, there’s no magic food or pill that is guaranteed to boost your immune system and protect you against coronavirus...There are ways to keep your immune system functioning optimally, which can help to keep you healthy and give you a sense of control in an uncertain time...For a starter dose of immune-boosting vitamins, minerals and antioxidants, fill half of your plate with vegetables and fruits.</td>
<td>SUPPORTED</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Claim: 2</th>
<th>Evidence</th>
<th>Label</th>
</tr>
</thead>
<tbody>
<tr>
<td>@AFP @EvelDick It’s much more than a coincidence that China has a bioweapons lab with sloppy protocols in Wuhan. Wonder if this is another booby? Seems like a very bad place to have a bioweapons lab. The whole “this came from snakes” Chinese party line makes me think the virus was manufactured.</td>
<td>As the Covid-19 pandemic continues its destructive course, two theories are being widely aired...The lab is one of 20 such facilities under the Chinese Academy of Sciences, but is the only one dealing with virology. Fully compliant with ISO standards, the Wuhan facility interacts regularly with a host of outside experts. Like other labs, its aim is to protect populations against new viruses...</td>
<td>REFUTED</td>
</tr>
</tbody>
</table>

verification results; the demand for interpretable claim verification is growing, with the goal of providing end-users with grounds to debunk rumours by showing the incorrect elements of claims. Existing methods in this assignment investigate semantic conflicts between claims and relevant articles by creating various interactive models to explain verification results.

3 Description of the Datasets

For our experiments, we adopt two datasets. Their details are shown as follows:

1. CORD-19 Dataset (Wang et al., 2020): CORD-19 dataset consists of over ~ 500,000 articles (over ~ 200,000 containing full text) taken from various scientific publications about COVID-19, SARS-COV2 and other viruses. This dataset provides access to trustworthy scientific sources of information to mitigate the spread of misinformation.

2. LESA Dataset (Gupta et al., 2021): LESA dataset consists of ~ 10,000 tweets that were mined from various sources and were manually annotated for the binary classification task of claim detection. Furthermore, we develop a validation set – Claim Verification (ClaVer) by selecting a subset of claims from the LESA dataset and annotating those claims with relevant articles that provide additional context for the claim, as shown in Table 1. These articles are gathered from reliable online news sources and contain additional extensive information that may be used to verify the authenticity of the claim. The articles can “Refute” or “Support” the claim. In other circumstances, the claim may be that the annotated article does not give conclusive evidence. These articles lack sufficient information to support or reject the claim’s veracity and hence labelled for “Not Enough Information”. These articles are also stored in our global knowledge base of articles along with the articles taken from the CORD-19 dataset.

4 Our Approach

Adhering to the standard of automated claim verification and fact-checking systems (Thorne et al., 2018b), our proposed approach also consists of a two-step pipeline – Document Retrieval and Veracity Prediction. In this section, we present the techniques employed for retrieval and veracity prediction components. Besides the current approach, we had also employ alternative techniques using Rapid Automatic Keyword Extraction or RAKE (Rose et al., 2010) and SciSpacy (Neumann et al., 2019) for keyword extraction and searching our corpus using the extracted keywords. Figure 1 illustrates the general architecture of our proposed claim verification approach. Once a textual claim is submitted, the document retrieval module extracts the top-k relevant documents from the knowledge base. The retrieved documents are then passed to the veracity prediction module that figures out an
entailment decision for the claim with respect to the retrieved evidences.

4.1 Document Retrieval

Inspired by IR systems, the retrieval problem we attempt to address is defined as follows: Given a textual claim $c$ and a set of documents $D$, we aim to retrieve the top-k documents from $D$ relevant to $c$. Our retrieval pipeline consists of two broad categories of retrieval systems, namely Sparse Retrieval and Dense Retrieval.

1. **Sparse Retrieval Model:** Over the years, lexical approaches like TF-IDF and BM25 have dominated textual information retrieval. We also utilize the BM25 scoring function (Robertson et al., 1995) as the backbone model for sparse retrieval. We use the sparse retrievers for both the ClaVer as well as CORD-19 datasets. In this case, we also provide an extra option of getting finer-grained results. This step scans through the retrieved article and provides a relevant part of the article. We use a BioBERT (Lee et al., 2019) language model which is pre-trained on large-scale bio-medical corpora. We compute the hidden representation of each paragraph in the article using the language model and calculate its cosine similarity with the hidden representation of the claim. The paragraph with the highest value is then selected.

2. **Dense and Hybrid Retrieval Models:** More recently, dense retrieval approaches were proposed to get better retrieval results. They are capable of capturing semantic matches and try to overcome the (potential) lexical gap. Dense retrievers map queries and documents in a shared, dense vector space (Gillick et al., 2018). This allowed the document representation to be pre-computed and indexed. We provide the option of dense retrievers specifically for our ClaVer dataset. Using dense indexes for CORD-19 dataset is difficult because of the huge size of the corpora. To use the dense and hybrid searchers, we first index our ClaVer data using the FAISS (Johnson et al., 2017) library. For our dense retriever, we use the simple dense searcher provided by the Pyserini (Lin et al., 2021) library while initializing it with COVID-BERT weights. The hybrid searcher uses a combination of sparse and dense retrievers and computes a weighted interpolation of the individual results to arrive at the final rankings. We use the TCT-ColBERT (Lin et al., 2020) architecture to encode our queries into the same representation space as the encoded documents.

4.2 Veracity Prediction

Given a claim and the evidence gathered through document retrieval system, veracity prediction module seeks to establish the evidence’s credibility in terms of a veracity score. To verify the veracity of our retrieved articles, we leverage a BART-based
Table 2: Sample response generated by our proposed system leveraging ClaVer dataset for extraction.

<table>
<thead>
<tr>
<th>Claim</th>
<th>Story about how #HydroxyChloroquine likely help people recover from #Coronavirus. IMO, it was never touted as the cure but as option for treatment doctors should consider and it appears to work in some cases....39 in one place.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Outputs</td>
<td></td>
</tr>
<tr>
<td>Technique</td>
<td>Evidence Retrieved</td>
</tr>
<tr>
<td>Ours</td>
<td>Chloroquine and hydroxychloroquine, a pair of old drugs used to treat and prevent malaria, are the latest compounds to be thrust into the limelight as people tout them as treatments for the novel coronavirus. On Sunday, March 29, the US Department of Health and Human Services accepted 30 million doses of hydroxychloroquine sulfate from Novartis and 1 million doses of chloroquine phosphate from Bayer...The World Health Organization is sponsoring a large international clinical trial called SOLIDARITY to study six drugs that could be rapidly deployed for the fight the coronavirus, including chloroquine and hydroxychloroquine.</td>
</tr>
<tr>
<td>Dense</td>
<td>As of now, no study says coronavirus can be cured by drinking lots of water or gargling with warm saltwater. Though it is true that warm salt water has long been used as a home remedy to soothe a sore throat, but till now, there is no evidence that it can also ward off the novel coronavirus. A report by fact-check website &quot;Snopes&quot; also says that there is no proof that coronavirus remains in the throat for four days as mentioned in the viral post.</td>
</tr>
<tr>
<td>Hybrid</td>
<td>As of now, no study says coronavirus can be cured by drinking lots of water or gargling with warm saltwater. Though it is true that warm salt water has long been used as a home remedy to soothe a sore throat, but till now, there is no evidence that it can also ward off the novel coronavirus. A report by fact-check website &quot;Snopes&quot; also says that there is no proof that coronavirus remains in the throat for four days as mentioned in the viral post.</td>
</tr>
</tbody>
</table>

(Lewis et al., 2020) Natural Language Inference (NLI) model that returns one of the three classes for each claim-evidence pair: Entailment, Neutral and Contradiction (as shown in Table 2). The mapping of these labels with our use case is done in the following way:

- If the model outputs ‘Entailment’, it means that the given claim’s veracity can be positively supported by the retrieved article.
- If the model outputs ‘Contradiction’, it means that the given claim’s veracity is refuted by the retrieved article which makes the claim dubious.
- If the model outputs ‘Neutral’, it means the retrieved article does not provide enough evidence to either support or refute the claim.

5 Evaluation

We compare the findings of our retrieval system BM25 to those of other existing systems. We employ a collection of claims and ground-truth labels from our ClaVer dataset for quantitative evaluation. The test data set consists of claims excluded from the knowledge base in the retrieval phase. For this, we develop a manually annotated dataset with ~1000 claims obtained from Twitter and build a knowledge-base of ~400 articles from reliable sources, equipping a testing ground to validate the results. Table 3 presents experimental results based on Normalized Discounted Cumulative Gain (NDCG@k) scores, Mean Average Precision (MAP@k) and Mean Average Recall (MAR@k) scores for different values of k. We find that using BM25 outperforms all other baseline systems for retrieval task. The NDCG@100 score of the BM25
Table 3: Performance of various retrieval techniques on ClaVer dataset. (NDCG: Normalized Discounted Cumulative Gain, MAP: Mean Average Precision and MAR: Mean Average Recall)

<table>
<thead>
<tr>
<th>Technique</th>
<th>NDCG@1</th>
<th>NDCG@10</th>
<th>NDCG@100</th>
<th>MAP@1</th>
<th>MAP@10</th>
<th>MAR@1</th>
<th>MAR@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>24.71</td>
<td>36.75</td>
<td>45.73</td>
<td>24.71</td>
<td>32.14</td>
<td>24.71</td>
<td>51.72</td>
</tr>
<tr>
<td>CrossEncoder MS Marco</td>
<td>22.99</td>
<td>35.41</td>
<td>35.41</td>
<td>22.99</td>
<td>31.12</td>
<td>22.99</td>
<td>48.85</td>
</tr>
<tr>
<td>CrossEncoder CovidBERT</td>
<td>3.41</td>
<td>15.04</td>
<td>15.04</td>
<td>3.41</td>
<td>3.41</td>
<td>3.49</td>
<td>36.36</td>
</tr>
<tr>
<td>SentenceBERT MS Marco</td>
<td>18.97</td>
<td>32.09</td>
<td>32.58</td>
<td>18.97</td>
<td>26.83</td>
<td>18.97</td>
<td>49.43</td>
</tr>
</tbody>
</table>

Vaccines are not effective against COVID-19
Submit
Evidence 1
Evidence 2
Evidence 3
Evidence 4
Link of the Document: https://doi.org/10.1080/21645515.2020.1735227

COVID-19, an emerging coronavirus infection advances and prospects in designing and developing vaccines, immuno...

CORD-19 BM25
The article belongs to neutral category with a confidence of 0.9328

Herd immunity, also known as 'population immunity, is the indirect protection from an infectious d...

CLAVeR BM25
The article belongs to neutral category with a confidence of 0.9903

Despite the catchy name, no,...

CLAVeR Dense Search
The article belongs to neutral category with a confidence of 0.9982

Despite the catchy name, no, coronavirus has nothing to do...

CLAVeR Hybrid Search
The article belongs to neutral category with a confidence of 0.9982

Figure 2: User-interface of our proposed tool after the claim has been submitted.

retrieval model improves the baseline method by more than 10% out of the whole testing set. We find that BM25 detects relevant snippets with higher precision and recall than other existing retrieval systems.

6 Demonstration

In this section, we demonstrate how our proposed claim verification pipeline works. Figure 2 depicts an example claim as well as the model’s output results. Users enter a claim into our system as a query, and the system evaluates whether or not it is a validated claim. In practice, the system takes somewhere around 20 and 80 seconds to execute a single user query, depending on the number and length of articles obtained by the search engine.

The input section of our tool, as shown in Figure 2, provides a query text box where the user can enter any natural language text as an input claim for evaluation, as well as a specific configuration to limit the number of articles to be retrieved. Following the submission of the claim, the tool’s back-end server does its analysis. It returns three sets of outputs: (i) a set of articles employing the various approaches, (ii) a claim category, and (iii) a veracity score. The output also presents the technique utilized for retrieval (pink) and from which knowledge base the shreds of evidence were extracted (blue). The most intriguing aspect of the system is that it links resources from the web, where the article was retrieved, allowing individuals to make their own decisions based on them.

Not all information is equally reliable, and sometimes even the trusted sources contradict one another. This calls into question the assumptions behind most current fact-checking research, which relies on a single authoritative source. As a result, we offer results for a common claim from several models and knowledge bases. For demonstration, we practice the widely spread claim “Vaccines are not effective against COVID-19” as an input as shown in Figure 2, and the tool returned the top-
ranked shreds of evidence. The first two pieces of evidence come from the BM25 model, which was run on the CORD-19 dataset and our data, respectively. Furthermore, evidences 3 and 4 collected articles from our dataset using a dense and hybrid retrieval strategy, respectively. We can see that all four pieces of evidence assigned the same label to the claim, but their truthfulness scores differed from each other.

7 Conclusion

In this work, we verged upon claim verification on online social media towards coping with misinformation. We bestowed a claim verification system that evaluates the authenticity of a user-supplied query claim and justifies the verdict corroborating evidence. We explored multiple retrieval methodologies and published user research findings, demonstrating the utility of the BM25 method. Unlike other tools, our system learns the distributed representations to encapsulate the semantic relations between the claim and the evidence. Our approach uses a two-step training process to provide a high-quality veracity score as well as best-suited articles, leveraging data from formal articles and web-based informal texts. We have made the source codes and the dataset public at the following link: https://github.com/LCS2-IIITD/claim_verification.
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Abstract

Recently, detection and categorization of undesired (e.g., aggressive, abusive, offensive, hate) content from online platforms has grabbed the attention of researchers because of its detrimental impact on society. Several attempts have been made to mitigate the usage and propagation of such content. However, most past studies were conducted primarily for English, where low-resource languages like Bengali remained out of the focus. Therefore, to facilitate research in this arena, this paper introduces a novel multilabel Bengali dataset (named M-BAD) containing 15650 texts to detect aggressive texts and their targets. Each text of M-BAD went through rigorous two-level annotations. At the primary level, each text is labelled as either aggressive or non-aggressive. In the secondary level, the aggressive texts have been further annotated into five fine-grained target classes: religion, politics, verbal, gender and race. Baseline experiments are carried out with different machine learning (ML), deep learning (DL) and transformer models, where BanglaBERT acquired the highest weighted $f_1$-score in both detection (0.92) and target identification (0.83) tasks. Error analysis of the models exhibits the difficulty to identify context-dependent aggression, and this work argues that further research is required to address these issues.

1 Introduction

Social media platforms have become a powerful tool to spontaneously connect people and share information with effortless access to the internet. These platforms provide users with a cloak of anonymity that allows them to speak their opinions publicly. Unfortunately, this power of anonymity is misused to disseminate aggressive, abusive, hatred and illegal content. In the recent past, these mediums have been used to incite religious, political and communal violence (Hartung et al., 2017). A significant portion of such incidents has been communicated through textual content (Kumar et al., 2020a; Feldman et al., 2021). Therefore, it has become crucial to develop automated systems to restrain the proliferation of such undesired or aggressive texts. This issue has been taken seriously in English, German, and other high-resource languages (Caselli et al., 2021; Aksenov et al., 2021). However, minimal research effort has been made in low-resource languages, including Bengali. Systems developed in English or other languages can not detect detrimental texts written in Bengali due to the significant variations in language constructs and morphological features. Nevertheless, people use their regional language to communicate over social media. Therefore, developing benchmark datasets and regional language tools is monumental to tackle the undesired text detection challenges. This work develops M-BAD containing 15650 texts using a two-level hierachical annotation schema. In level-1, texts are categorized into binary classes: aggressive or non-aggressive. In level-2, 8289 aggressive texts are further annotated with multilabel targets. These labels are used to identify aggression’s target into five fine-grained classes, such as religion, gendered, race, verbal and politics (detailed taxonomy discussed in Section 3). Proper annotation guidelines and the detailed statistics of the dataset is described to ensure M-BAD’s quality. Several experiments are performed using ML, DL and transformer models to assess the task. The experiments demonstrate that (i) transformer models are more effective in detecting aggressive texts and their targets than ML/DL counterparts, (ii) covert propagation of aggression using ambiguous, context-dependent and sarcastic words is difficult to identify. The significant contributions of this work can be summarized as follows,

- Study two new problems from the perspective of low-resource language (i.e. Bengali), (i) detecting aggressive texts and (ii) identifying the multilabel targets of aggression.
• Release a new benchmark aggressive dataset labelled with the target of aggression and detailed annotation steps.

• Perform baseline experimentation on the developed dataset (M-BAD) to benchmark the two problems, providing the first insight into this challenging task.

Reproducibility: The resources to reproduce the results are available at https://github.com/omar-sharif03/M-BAD. The appendix contains details about data sources, annotators and a few samples of M-BAD.

2 Related Work

This section briefly describes the past studies related to aggression and other undesired content detection concerning non-Bengali and Bengali languages.

Non-Bengali aggressive text classification: Kumar et al. (2018a) compiled a dataset of 15000 aggression annotated comments in English and Hindi with three classes: overtly aggressive, covertly aggressive, non-aggressive. In their subsequent work (Kumar et al., 2020b), Bengali aggressive comments were added in the corpus. Early works with neural network techniques such as LSTM (Nikhil et al., 2018), CNN (Kumari and Singh, 2020), combination of shallow and deep network (Golem et al., 2018) achieved good accuracy. However, with the arrival of BERT based models, it acquired superior performance and outperformed all the models on these datasets (Risch and Krestel, 2020; Gordeev and Lykova, 2020; Sharif et al., 2021). Bhardwaj et al. (2020) developed a multilabel dataset in Hindi with five hostile classes: fake, defamation, offensive, hate, non-hostile. Their baseline system was implemented with m-BERT embedding and SVM. Leite et al. (2020) introduced a multilabel toxic language dataset. The dataset contains 21k tweets manually annotated into seven categories: insult, LGBTQ+phobia, obscene, misogyny, racism, non-toxic and xenophobia. They also performed baseline evaluation with the variation of BERT models.

In a similar work, Moon et al. (2020) developed a corpus to detect toxic speech in Korean online news comments.

Bengali aggressive text classification: No significant research has been conducted yet to detect multilabel aggression in Bengali. The scarcity of benchmark corpora is the primary reason behind this. Few works have been conducted to develop datasets and models in other correlated domains such as hate, abuse, fake and offence. Karim et al. (2021) developed a hate speech dataset of 3000 samples with four categories: political, personal, religious, geopolitical. Emon et al. (2019) presented a dataset comprised of 4.7k abusive Bengali texts collected from online platforms. They proposed LSTM based classifier to categorize texts into seven classes. However, they did not investigate other DL models’ performance, which might get similar accuracy with less computational cost. To detect the threat and abusive language, a dataset of 5.6k Bengali comments is created by Chakraborty and Seddiqui (2019). In recent work, Sharif and Hoque (2021a) introduced a benchmark Bengali aggressive text dataset. They employed a hierarchical annotation schema to divide the dataset into two coarse-grained (aggressive, non-aggressive) and four fine-grained (political, religious, verbal, gendered) aggression classes. In their later work (Sharif and Hoque, 2021b), they extended the dataset from 7.5k texts to 14k texts.

Differences with existing studies: As far as we are concerned, very few works have been accomplished to detect aggressive texts and identify the target of aggression (e.g. religion, gender, race). Existing works (Sharif and Hoque, 2021b; Zampieri et al., 2019; Kumar et al., 2018b) have framed it as a multi-class classification problem and ignored the overlapping phenomena of classes. However, a text can express aggression towards multiple targets simultaneously. Suppose a text has an aggressive write up against political women, expressing political and gendered aggressions. The proposed work addresses the issues that are previously overlooked and differs from the existing research in the following ways, (i) develop a novel Bengali aggressive text dataset annotated with the multiple targets of an aggressive text. As our knowledge goes, this is the first attempt to develop such a dataset in Bengali, (ii) illustrate a detailed annotation guideline which can be followed to develop resources for the similar domains in Bengali and other low-resource languages, (iii) perform experimentation with multilabel classes with various ML, DL and transformer-based models.

3 Dataset Development Taxonomy

This work presents a two-level hierarchical annotation schema to develop a novel multilabel ag-
gression dataset in Bengali (M-BAD). Level-1 has two coarse-grained categories: aggressive and non-aggressive. In contrast, level-2 has five fine-grained multilabel target classes (religion, politics, verbal, gender, race). This work differs from previous work done by Sharif and Hoque (2021b) in two ways; (i) overlapping phenomena between aggression targets are considered, (ii) a new target class (i.e., racial aggression) is added into the M-BAD. Figure 1 illustrates the taxonomic structure of M-BAD.

Because of the subjective nature of the dataset, it is crucial to have a clear understanding of the categories. It helps develop a quality dataset by mitigating annotation biases and reducing ambiguities. After analyzing past studies (Sharif and Hoque, 2021b; Bhardwaj et al., 2020; Zampieri et al., 2019; Vidgen et al., 2021) on textual aggression and other related phenomena, we differentiate between the coarse-grained and fine-grained categories.

Coarse-grained Aggression Classes: The system initially identifies an input text as aggressive (AG) or non-aggressive (NoAG) classes.

- (AG): excite, attack or seek harm to the individual, group or community based on a few criteria such as gender identity, political ideology, sexual orientation, religious belief, race, ethnicity and nationality.

- (NoAG): do not contain any aggressive statements or express any evil intention to harm others.

Fine-grained Target Classes: An AG text is further classified into five fine-grained categories: religious aggression (ReAG), political aggression (PoAG), verbal aggression (VeAG), gendered aggression (GeAG) and racial aggression (RaAG). Each of the classes is defined in the following:

- **ReAG**: excite violence by attacking religion, religious organization or religious belief (Catholic, Hindu, Jew, or Islam, etc.) of a community

- **PoAG**: demean political ideology, provoke followers of political parties, or incite people against law enforcement agencies and state.

- **VeAG**: seek to do evil or harm others, denounce the social status by using curse words, obscene words, outrageous and other threatening languages.

- **GeAG**: attack an individual or group by making aggressive reference to sexual orientation, sexuality, body parts, or other lewd contents.

- **RaAG**: insult or attack some and promote aggression based on race.

4 M-BAD: Multilabel Aggression Dataset

As far as we are concerned, no dataset is available to date for detecting or classifying multilabel aggressive texts and their targets in Bengali. However, the availability of a benchmark dataset is the prerequisite to developing any deep learning-based intelligent text classification system. This drawback motivates us to construct M-BAD: a novel multilabel Bengali aggressive text dataset. This work follows the guidelines and directions given by (Sharif and Hoque, 2021b; Vidgen and Derczynski, 2021) to ensure the quality of the dataset. This section briefly describes the data collection and annotation steps with detailed statistics of M-BAD.

4.1 Data Collection

We have manually accumulated 16000 aggressive and non-aggressive texts from different social platforms within the duration from 16 June to 27 December 2021. During this period, we only collected those texts that were posted, composed or shared after 1 January 2020. Potential texts were accumulated from YouTube channels and Facebook pages affiliated with political organizations, religion, newsgroups, artists, authors, celebrities, etc. Appendix A presents detailed statistics of the data collection sources.
Aggressive texts were cumulated from comments and posts that express aggression or excite violence. User profiles were also scanned who promoted, shared, or glorified aggression information to acquire additional texts. On the other hand, non-aggressive posts have been collected from news/comments/posts related to sports, education, entertainment, science and technology. Furthermore, while collecting aggressive texts, many data samples were found that did not express any aggression. Such texts were added to the corpus. We did not store any personal information (name, phone number, birth date, location) of the users during data accumulation. Each sample text is anonymized in the dataset. Thus, we do not know who has posted or created the collected texts. Finally, a few preprocessing filters are applied to remove inappropriate texts. 255 samples are discarded based on the following filtering criteria, (i) contains non-Bengali texts, (ii) has length fewer than three words, (iii) duplication. Remaining 15745 texts passed to the annotators for manual labelling.

4.2 Annotation Process

Section 3 describes the annotation schema and class definitions used to annotate the texts. Six annotators carried the annotation: four undergraduate and two graduate students. An expert verified the label in case of disagreement. Appendix B illustrates the detailed demographics of annotators. Annotators were split into three groups (two in each), and each group labelled a different subset of processed texts. To achieve quality annotations, we trained the annotators to define classes and associated examples. We tried to ensure that annotators understood what an aggressive text is and how to determine the target of aggression. Moreover, annotators are carefully guided in the weekly lab meetings.

Two annotators annotated each text, and the final label was assigned based on the agreement between the annotators. In case of disagreement, an expert resolve the issue through deliberations with the annotators. During the final label assignment, we found 95 texts that did not fall into any defined aggression categories and subsequently discarded them. Finally, we get M-BAD, an aggression dataset annotated with their targets containing 15650 texts. Appendix C shows few samples of M-BAD.

We measure the inter-annotator agreement using kappa score (Cohen, 1960) to check the validity of annotations. Table 1 presents the $\kappa$-score on both coarse-grained and fine-grained classes. The table shows that agreement is higher (0.77) in coarse-grained classes. The agreement is consistently ‘moderate’ ($\approx 0.62$) among the fine-grained classes but a bit lower in ReAG. Scores indicate difficulty in detecting targets of aggression by the annotators. Analysis reveals that sarcastic, implicit and ambiguous words made this difficult.

4.3 Dataset Statistics

For training and evaluation purposes, the developed M-BAD is divided into the train (80%), test (10%), and validation (10%) split using a stratified strategy. The identical split ratio is used for both coarse-grained and multilabel fine-grained experiments. Table 2 presents the class-wise distribution of the texts for both Level-1 and Level-2. It is noticed that the distributions are slightly imbalanced with Level-2, which will be very challenging to handle in a multilabel setup.

Table 1: Kappa ($\kappa$) score on each annotation level

<table>
<thead>
<tr>
<th>Level-1</th>
<th>K-score</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>AG</td>
<td>0.85</td>
<td>0.77</td>
</tr>
<tr>
<td>NoAG</td>
<td>0.69</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Level-2</th>
<th>AG</th>
<th>K-score</th>
<th>Average</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReAG</td>
<td>0.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PoAG</td>
<td>0.61</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VeAG</td>
<td>0.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GeAG</td>
<td>0.67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RaAG</td>
<td>0.65</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Number of instances in train, test and validation sets for each category

<table>
<thead>
<tr>
<th>Class</th>
<th>Train</th>
<th>Test</th>
<th>Valid</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReAG</td>
<td>2391</td>
<td>327</td>
<td>305</td>
<td>3023</td>
</tr>
<tr>
<td>PoAG</td>
<td>2408</td>
<td>310</td>
<td>275</td>
<td>2993</td>
</tr>
<tr>
<td>VeAG</td>
<td>3939</td>
<td>498</td>
<td>472</td>
<td>4909</td>
</tr>
<tr>
<td>GeAG</td>
<td>1306</td>
<td>148</td>
<td>167</td>
<td>1621</td>
</tr>
<tr>
<td>RaAG</td>
<td>175</td>
<td>21</td>
<td>28</td>
<td>224</td>
</tr>
<tr>
<td>NoAG</td>
<td>5893</td>
<td>710</td>
<td>758</td>
<td>7361</td>
</tr>
<tr>
<td>AG</td>
<td>6642</td>
<td>840</td>
<td>807</td>
<td>8289</td>
</tr>
</tbody>
</table>

Table 3: Training set statistics in each level and class

<table>
<thead>
<tr>
<th>Class</th>
<th>#Words</th>
<th>#Unique words</th>
<th>Avg. #words/text</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level-1</td>
<td>AG</td>
<td>80553</td>
<td>17413</td>
</tr>
<tr>
<td>NoAG</td>
<td>106573</td>
<td>24617</td>
<td>18.08</td>
</tr>
<tr>
<td>ReAG</td>
<td>30748</td>
<td>9093</td>
<td>12.85</td>
</tr>
<tr>
<td>PoAG</td>
<td>28410</td>
<td>8496</td>
<td>11.79</td>
</tr>
<tr>
<td>VeAG</td>
<td>42342</td>
<td>11587</td>
<td>10.74</td>
</tr>
<tr>
<td>GeAG</td>
<td>13817</td>
<td>4796</td>
<td>10.57</td>
</tr>
<tr>
<td>RaAG</td>
<td>1711</td>
<td>1206</td>
<td>9.77</td>
</tr>
</tbody>
</table>

Table 3: Training set statistics in each level and class
To obtain in-depth insights, training set is further analyzed which is reported in Table 3. The statistics illustrated that in Level-1, NoAG class has the highest number of words (≈106k) and unique words (≈24k) compared to the AG class. Meanwhile, in Level-2, VeAG has the maximum number of words (≈42k) and unique words (≈11k) while RaAG class has the lowest (≈1.7k, ≈1.2k). However, the average number of words per text ranges from 10 to 12 among the aggression categories. Figure 2 shows the histogram of the texts length of each category. It is observed that ≈5000 texts of NoAG class have a length between ≈15-40. On the other hand, most of the length of the texts falls between 5-30 in VeAG class while ≈1000 texts of RaAG class has a length < 20. It is also noticed that only a small number of texts have length > 50.

<table>
<thead>
<tr>
<th></th>
<th>PoAG</th>
<th>VeAG</th>
<th>GeAG</th>
<th>RaAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>ReAG</td>
<td>0.38</td>
<td>0.47</td>
<td>0.36</td>
<td>0.18</td>
</tr>
<tr>
<td>PoAG</td>
<td>0.42</td>
<td>0.29</td>
<td>0.16</td>
<td></td>
</tr>
<tr>
<td>VeAG</td>
<td>0.50</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GeAG</td>
<td></td>
<td></td>
<td>0.23</td>
<td></td>
</tr>
<tr>
<td>NoAG</td>
<td>0.22</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AG</td>
<td></td>
<td></td>
<td></td>
<td>0.22</td>
</tr>
</tbody>
</table>

Table 4: Jaccard similarity of 400 most frequent words between each pair of classes

We calculated the Jaccard similarity scores between the most 400 frequent words for quantitative analysis. Table 4 presents the similarity values among each pair of categories from Level-1 and Level-2. The VeAG-GeAG pair obtained the highest similarity score (0.50), while the PoAG-RaAG pair got the lowest score (0.16). It is observed that VeAG class has maximum similarity with almost all the classes except RaAG.

5 Methodology

Several computational models are investigated to develop the target aware aggression identification system. At first, the investigation is carried out for classifying the aggressive texts, and then we develop models for categorizing the target of the aggression (ReAG, PoAG, VeAG, GeAG, RaAG) considering the multilabel scenario. Machine learning and deep learning-based methods are employed to build the system. This section briefly discussed the techniques and methods used to develop the system.

5.1 ML-based methods

Two ML-based methods, Logistic Regression (LR) (Sharif and Hoque, 2019) and Naive Bayes with Support Vector Machine (NBSVM) (Wang and Manning, 2012) have been investigated for the classification task. Bag of words (BoW) features are used to train these models. The LR model is built with the ‘lbfgs’ optimizer and ‘l2’ regularization technique. Apart from this, the inverse regularization parameter $C$ settled to 1.0. On the other hand, for NBSVM, the additive smoothing ($\alpha$) and regularization parameters ($C$) are settled at 1.0 whereas the interpolation value is selected to $\beta = 0.25$.

5.2 DL-based Methods

Several popular DL methods are also investigated including BiGRU (Marpaung et al., 2021) and pre-trained transformers (Vaswani et al., 2017) to identify the multi-label textual aggression.

BiGRU+FastText: The FastText (Joulin et al., 2016) embeddings are used as the input of the BiGRU model. Before that, a 1D spatial dropout technique is applied over the embedding features and then fed to a BiGRU layer with 80 hidden units. The last time step hidden output from the BiGRU is passed to a 1D global average pooling and a 1D global max-pooling layer. Subsequently, the two pooling layers outputs are concatenated and propagated to the classification layer.

Pretrained Transformers: In recent years, transformer (Vaswani et al., 2017) models trained on multilingual and monolingual settings achieved outstanding result in solving undesired text classification related tasks (Sharif and Hoque, 2021b; Hossain et al., 2021). As our task deals with a dataset of low-resource language, we employed three transformer-based models: (i) Multilingual
Bidirectional Encoder Representations for transformers (m-BERT) (Devlin et al., 2018) (ii) BERT for Bangla language (Bangla-BERT) (Bhattacharjee et al., 2021), and (iii) BERT for Indian languages (Indic-BERT) (Kakwani et al., 2020). The models have culled from the hugging face\(^1\) transformers library and fine-tuned them with default arguments on the developed dataset.

Both ML and DL-based models are trained for two classification tasks: coarse-grained and multilabel fine-grained. To allow the reproducibility of the models and mitigate the training complexity, we use identical hyperparameters values for both classification tasks. We employed the Ktrain (Maiya, 2020) wrapper that provides easy training and implementation of the models. For multilabel classification, we enabled the Ktrain default multilabel settings. The BiGRU+FastText model is trained with a learning rate of \(7e^{-3}\) while the transformer models with \(8e^{-5}\). The models are trained using the triangular policy method (Smith, 2017) for 20 epochs with a batch size of 32. To save the best intermediate models, we utilized the early stopping criterion.

## 6 Experiments

The experiments were carried out in a google colaboratory platform with a GPU environment. The evaluation of the dataset is performed based on the weighted \(f_1\)-score. Due to the highly skewed distribution of the classes, we considered macro \(f_1\)-score (MF1) as our primary metric in multilabel evaluation. Besides, the individual class performance is measured through precision (P), recall (R), and \(f_1\)-score (F1) matrices.

### 6.1 Results

Table 5 presents the outcome of the different models on the test set concerning the coarse-grained classification. In terms of weighted \(f_1\)-score (WF1), both LR and NBSVM obtained an identical score of 0.91 while BiGRU + FastText and m-BERT model got a slightly low score (0.90). However, the Bangla-BERT model achieved the highest F1 across the two coarse-grained classes (AG/NoAG = 0.92) and thus outperformed all the models by achieving the highest WF1 score of 0.92.

Table 6 reports the evaluation results of the multilabel fine-grained classification. The outcome illustrates that the NBSVM obtained the lowest MF1 (0.61) and WF1 score (0.77). Both Indic-BERT and BiGRU+FastText models acquired identical WF1 of 0.79. Meanwhile, macro and weighted \(f_1\)-score is slightly (MF1 \(\approx 4\%\), WF1 \(\approx 1\%\)) improved with the m-BERT model. However, the Bangla-BERT model exceeds all the models by achieving the highest MF1 (0.72) and WF1 (0.83). In terms of class-wise performance, Bangla-BERT obtained the highest \(f_1\)-score in four fine-grained aggression classes: ReAG (0.94), PoAG (0.92), VeAG (0.81), and GeAG (0.68). One interesting finding is that in RaAG class, some models (LR, NBSVM, Indic-BERT) did not identify a single instance correctly. Moreover, the models’ performance degrades with the classes (GeAG, RaAG) having fewer training samples than other classes. Thus, a large dataset with balanced data distribution needs to be developed for classifying the problematic multilabel samples.

### 6.1.1 Error Analysis

The results confirmed that Bangla-BERT is the best performing model in both coarse-grained and fine-grained classification tasks (Table 5, 6). We perform a thorough error analysis to know the model mistakes across different classes.

#### Quantitative analysis:
Figure 3 shows the confusion matrices for the Bangla-BERT model. Figure 3 (a) depicts that with coarse-grained classification, the model incorrectly identified 73 (out of 807) and 56 (out 758) instances as NoAG and AG texts, respectively. The confusion matrices for fine-grained classes are shown in Figure 3 (b)-(f). It is noticed that in ReAG and PoAG classes model misclassified 20 (out of 305) and 23 instances (out of 275), respectively. The model yields the most incorrect predictions (24 out of 28) with RaAG class. The reason might be that the model did not get enough samples for learning and thus failed to discern the correct class in the testing phase. Meanwhile, in the case of VeAG, the model gets confused and mis-

<table>
<thead>
<tr>
<th>Method</th>
<th>AG</th>
<th>NoAG</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td></td>
<td></td>
</tr>
<tr>
<td>NBSVM</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BiGRU+FT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>m-BERT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GeAG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ReAG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PoAG</td>
<td></td>
<td></td>
</tr>
<tr>
<td>VeAG</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^1\)https://huggingface.co/
Table 6: Fine-grained classification performance on the test set. Here, MF1 indicates the macro $f_1$-score.

<table>
<thead>
<tr>
<th>Method</th>
<th>ReAG</th>
<th>PoAG</th>
<th>VeAG</th>
<th>GeAG</th>
<th>Racism</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>R</td>
<td>F1</td>
<td>P</td>
<td>R</td>
</tr>
<tr>
<td>LR</td>
<td>0.93</td>
<td>0.84</td>
<td>0.88</td>
<td>0.93</td>
<td>0.81</td>
</tr>
<tr>
<td>NBSVM</td>
<td>0.93</td>
<td>0.85</td>
<td>0.89</td>
<td>0.95</td>
<td>0.82</td>
</tr>
<tr>
<td>BG+FT</td>
<td>0.89</td>
<td>0.89</td>
<td>0.90</td>
<td>0.90</td>
<td>0.93</td>
</tr>
<tr>
<td>m-BERT</td>
<td>0.92</td>
<td>0.89</td>
<td>0.90</td>
<td>0.90</td>
<td>0.93</td>
</tr>
<tr>
<td>Indic-BERT</td>
<td>0.89</td>
<td>0.90</td>
<td>0.89</td>
<td>0.94</td>
<td>0.87</td>
</tr>
<tr>
<td>Bangla-BERT</td>
<td>0.94</td>
<td>0.93</td>
<td>0.94</td>
<td>0.93</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Figure 3: Confusion matrices of each category for Bangla-BERT model.

Table 7: Error analysis for each fine-grained category.

<table>
<thead>
<tr>
<th>False negative Rate</th>
<th>ReAG</th>
<th>PoAG</th>
<th>VeAG</th>
<th>GeAG</th>
<th>RaAG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20/305 (0.065)</td>
<td>23/275 (0.08)</td>
<td>83/472 (0.17)</td>
<td>57/167 (0.34)</td>
<td>4/28 (0.14)</td>
</tr>
</tbody>
</table>

Table 7: Error analysis for each fine-grained category.

Qualitative Analysis: Figure 4 shows some correctly and misclassified sample texts from fine-grained classification tasks. The output predictions are obtained from the Bangla-BERT model. It is observed that the first two samples are correctly classified into different fine-grained aggression classes. However, in the third example, the model was only able to identify the text as ReAG and incorrectly predicted it as VeAG. Similarly, in the case of the last example model, it was not even able to classify it as RaAG. These examples illustrate the underlying difficulties of the multilabel classification problem. From the analysis, we found that the texts implicitly express aggression, which makes it arduous for the model to determine the multiple classes simultaneously. Moreover, some words have extensively appeared in the fine-grained classes. Perhaps, these words confuse the model to distinguish the classes and thus makes the task more difficult. Adding more training samples across all the classes might eradicate the problem to some extent.

7 Conclusion
This paper presented a multilabel aggression identification system for Bengali. To accomplish the purpose, this work introduced $M$-BAD, a multilabel...
benchmark dataset consisting of 15650 texts. A two-level hierarchical annotation schema has been followed to develop the corpus. Among the levels, Level-1 is concerned with either aggressive or not aggressive, whereas Level-2 is concerned with the targets (religious, political, verbal, gender, racial) of the aggressive texts in a multilabel scenario. Several traditional and state of the art computational models have been investigated for benchmark evaluation. The results exhibit that the Bangla-BERT model obtained the highest weighted $f_1$-score of 0.83 for the multilabel classification. The error analysis revealed that it is challenging to identify the multiple targets of aggressive text as words are frequently overlapped across different classes. In future, we aim to mitigate this issue by exploring multitask learning and domain adaption approaches. Moreover, future work considers including more data samples with a significant period to minimize the bias towards a limited set of events.
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Appendix

A Data Sources

Data samples were collected from public post/comment threads of Facebook and YouTube. We did not store the profile information of any users. The data collection procedure is consistent with the copyright and terms of service of these organizations. Potential texts were culled from more than 200 Bengali YouTube channels and Facebook pages. The popularity and activity status of a few data sources are presented in table A.1.

B Annotator Demographics

Past studies (Suhr et al., 2021; Zhou et al., 2021) on benchmark dataset creation have emphasized knowing about the demographic, geographic, research and other related information of the annotators. Since aggression is a very subjective phenomenon, annotators perspective and experience play a crucial role in developing the dataset. Six students and an expert were involved in our dataset construction process. Annotators demographic information, research experience, the field of research, and personal experience of viewing online aggression are summarized in table B.1.

Some key characteristics of the annotators’ pool are, (i) native Bengali speakers, (ii) have prior experience of annotation, (iii) not an active member of any political parties, (iv) not hold extreme view against religion, (v) viewed online aggression. Before requisiting, the annotators’ necessary ethical approval was taken, and they are substantially paid according to university regulations.

C Data Samples

The authors would like to state that the examples referred to in the figure C.1 presented as they were accumulated from the source. Authors do not use these examples to hurt individuals or promote aggressive language usage. The goal of this work is to mitigate the propagation of such language.
<table>
<thead>
<tr>
<th>Page/channel name</th>
<th>Type</th>
<th>Affiliation</th>
<th>No. of followers/subscribers</th>
<th>Reactions per post (in avg.)</th>
<th>Frequency of posting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bidyanondo</td>
<td>FP</td>
<td>Non political org.</td>
<td>5M</td>
<td>10k</td>
<td>10 post/day</td>
</tr>
<tr>
<td>Prothom Alo</td>
<td>FP/YC</td>
<td>Newsgroup</td>
<td>14M</td>
<td>4.5k</td>
<td>180 post/day</td>
</tr>
<tr>
<td>Rafiath Mithila</td>
<td>FP</td>
<td>Artist</td>
<td>3.8M</td>
<td>15k</td>
<td>4 post/week</td>
</tr>
<tr>
<td>Mizanur Azhari</td>
<td>YC</td>
<td>Religious speaker</td>
<td>1.9M</td>
<td>50k</td>
<td>1 post/month</td>
</tr>
<tr>
<td>Jamuna tv</td>
<td>FP/YC</td>
<td>Media</td>
<td>12.9M</td>
<td>3.7k</td>
<td>80 post/day</td>
</tr>
<tr>
<td>Awami League</td>
<td>FP/YC</td>
<td>Political org.</td>
<td>890k</td>
<td>4.6k</td>
<td>15 post/day</td>
</tr>
<tr>
<td>Abu Toha Adnan</td>
<td>FP</td>
<td>Religious speaker</td>
<td>2M</td>
<td>18k</td>
<td>10 post/week</td>
</tr>
<tr>
<td>Salman BrownFish</td>
<td>YC/FP</td>
<td>Musician</td>
<td>3M</td>
<td>15k</td>
<td>7 post/month</td>
</tr>
<tr>
<td>Arif Azad</td>
<td>FP</td>
<td>Author</td>
<td>742k</td>
<td>87k</td>
<td>8 post/month</td>
</tr>
<tr>
<td>Somynews tv</td>
<td>FP/YC</td>
<td>Media</td>
<td>8.1M</td>
<td>2k</td>
<td>120 post/day</td>
</tr>
<tr>
<td>Basher kella</td>
<td>FP</td>
<td>Political</td>
<td>45k</td>
<td>400</td>
<td>15 post/day</td>
</tr>
<tr>
<td>Roar Bangla</td>
<td>FP/YC</td>
<td>Media</td>
<td>50K</td>
<td>300</td>
<td>3 post/day</td>
</tr>
<tr>
<td>Shakib Al Hasan</td>
<td>FP</td>
<td>Public figure</td>
<td>15.3M</td>
<td>50k</td>
<td>15 post/month</td>
</tr>
</tbody>
</table>

Table A.1: Activity and popularity statistics of a few sources from where data were gathered. FP indicates a Facebook page, and YC denotes a YouTube channel. Reactions are counted in terms of likes, comments and shares.

<table>
<thead>
<tr>
<th>Research-status</th>
<th>Undergrad</th>
<th>RA</th>
<th>Undergrad</th>
<th>Graduate</th>
<th>RA</th>
<th>Graduate</th>
<th>Expert</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research area</td>
<td>NLP</td>
<td>NLP</td>
<td>NLP</td>
<td>NLP</td>
<td>NLP</td>
<td>NLP</td>
<td>NLP</td>
</tr>
<tr>
<td>Experience (years)</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>2.5</td>
<td>1.5</td>
<td>3</td>
<td>21</td>
</tr>
<tr>
<td>Prior annotation experience</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Gender</td>
<td>Male</td>
<td>Male</td>
<td>Female</td>
<td>Female</td>
<td>Male</td>
<td>Male</td>
<td>Male</td>
</tr>
<tr>
<td>Age</td>
<td>22</td>
<td>23</td>
<td>22</td>
<td>25</td>
<td>23</td>
<td>26</td>
<td>47</td>
</tr>
<tr>
<td>Religion</td>
<td>Islam</td>
<td>Hindu</td>
<td>Hindu</td>
<td>Islam</td>
<td>Islam</td>
<td>Islam</td>
<td>Islam</td>
</tr>
<tr>
<td>Viewed online aggression</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>Targeted by online aggression</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
</tbody>
</table>

Table B.1: Summary of annotators information.

<table>
<thead>
<tr>
<th>Text</th>
<th>Level-1</th>
<th>Level-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>আমার ভাই কিছু সত্যিই সাইজে বড়া আমার হিসুলদের ছুলনাম (Hey brother, the size of few insects are bigger than Hindulism)</td>
<td>AG</td>
<td>ReAG</td>
</tr>
<tr>
<td>যদি আমরা সপ্তাহের কোন-এক দিনের মধ্যের মধ্যে কয়েক হলুদির মধ্যে হয় প্রতারণা তাহলে যাতে নিশ্চিত হয় না যে তন্মধ্যে প্রতারণা হয়েছে। (As long as the girls of the mullah’s house are not r**d like this, they will not be punished)</td>
<td>AG</td>
<td>ReAG, VeAG, GeAG</td>
</tr>
<tr>
<td>ভালো ভালো অধিক অর্থে সরকার হালকালক দিয়ে এন্ডার্টকে হ্যান্ডবার্কের বর্ধিত করেছে। (The illegitimate government without voters has turned the country into a paradise of r**e with Chhatra League.)</td>
<td>AG</td>
<td>PoAG, VeAG</td>
</tr>
<tr>
<td>সমূহের এই পাঠ্যের বলে আমি কি লাভ তাই ক্লায় না (What is the benefit of educating girls so much. It is just a waste of money)</td>
<td>AG</td>
<td>GeAG</td>
</tr>
<tr>
<td>সাইলে রাজনীতিবিদদের বিদ্ধে গলা করা দেয়া উচিত। সাম্প্রতিক সফর দেশের দাবী নয় করতেছেন (Women politicians should be expelled from Parliament. All the goats are wasting the country’s money)</td>
<td>AG</td>
<td>GeAG, PoAG</td>
</tr>
<tr>
<td>লাকসাতে হুগলির হুগলির হুগলির হুগলি (The Chakmas should be expelled from the country)</td>
<td>AG</td>
<td>RaAG</td>
</tr>
<tr>
<td>হাজারের হাজারের হাজারের হাজারের হাজারের হাজারের হাজারের (Thousands of salutations to the teachers, who are helping Bangladesh to move forward)</td>
<td>NoAG</td>
<td>-</td>
</tr>
<tr>
<td>শাকিবের নামকরণের এই সমুহের জাতীয় সম্পদ তাদের ওপরের উপরের একিম যাতে মামলা সংগ্রহ</td>
<td>NoAG</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure C.1: Few samples of M-BAD
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Abstract

This study investigates how fake news uses a thumbnail for a news article with a focus on whether a news article’s thumbnail represents the news content correctly. A news article shared with an irrelevant thumbnail can mislead readers into having a wrong impression of the issue, especially in social media environments where users are less likely to click the link and consume the entire content. We propose to capture the degree of semantic incongruity in the multimodal relation by using the pretrained CLIP representation. From a source-level analysis, we found that fake news employs a more incongruous image to the main content than general news. Going further, we attempted to detect news articles with image-text incongruity. Evaluation experiments suggest that CLIP-based methods can successfully detect news articles in which the thumbnail is semantically irrelevant to news text. This study contributes to the research by providing a novel view on tackling online fake news and misinformation. Code and datasets are available at https://github.com/ssu-humane/fake-news-thumbnail.

1 Introduction

We have been suffering from the infodemic as well as the coronavirus pandemic (Zarocostas, 2020). The proliferation of fake news during the pandemic has been a significant threat to the world by inducing hate crimes against East Asians, reinforcing the wrong beliefs of anti-vaxxers, etc. Fake news is defined as “fabricated information that mimics news media content in form but not in organizational process or intent” (Lazer et al., 2018). Motivated by the fact that unreliable sources generate most false articles, a line of research has attempted to understand the distinct characteristics of fake news sources. A notable study is Horne and Adali (2017), which focused on textual patterns of news articles and identified that overall title structure and the use of proper nouns in titles are significant markers that differentiate fake news from general news. Similarly, from consumption and spreading patterns on social media, Vosoughi et al. (2018) found that fake news spreads faster, deeper, and broader than general news. Other researchers showed that the reliability of news media could be predicted by various media-level features, including web traffic toward a news website (Baly et al., 2018).

In this study, we investigate the use of images in fake news articles; in particular, we focus on a thumbnail, an image displayed as a preview to a news article. When a news article is shared on social media, its title and thumbnail image are the only visible information before a user clicks the link. Since many readers skim news without carefully checking the content (Gabielkov et al., 2016), the visuals can mislead users into having a wrong
impression if the thumbnail does not represent the news content. Fake news sources are less likely to follow the journalistic standard but tend to employ undesirable techniques such as clickbait headlines (Chen et al., 2015). Therefore, we hypothesize that unreliable sources may use a less relevant image for the thumbnail to the news text to attract clicks and promote false beliefs.

To examine the hypothesis, we propose using CLIP (Radford et al., 2021), a deep multimodal representation that allows representing image and text in the same embedding space. Across three datasets, we measure image-text similarity over the CLIP embedding and confirm that the fake news media tend to use the semantically less relevant photograph in news content than trustworthy sources. Going further, we test CLIP’s ability to detect the incongruity between news image and text. Multi-faceted evaluation experiments highlight that the CLIP-based methods can enable article-level detection on the unrepresentative thumbnail.

We summarize the contributions of this study three-fold.

1. We make a novel observation that fake news sources tend to use a less relevant news thumbnail than trustworthy media outlets.
2. We propose a new problem for detecting misinformed news articles using semantic incongruity between news text and thumbnail.
3. The paired dataset and manually annotated samples will be released for future usage.

2 Related Works

2.1 Multimodal representation

Researchers have explored methods that compute vector representations of multiple modalities (i.e., image and text) and align semantically similar content to the same embedding space. As examples of such attempts, building pretrained models trained with image-caption pairs shows potential as general backbone models of vision-and-language (VL) tasks (Lu et al., 2019; Chen et al., 2020). More recently, researchers collected large-scale image-caption data from the web and successfully trained models with a contrastive objective function. These models show robust performance in VL understanding tasks such as “image classification” and “image retrieval” even in the zero-shot setting (Radford et al., 2021; Jia et al., 2021; Kim et al., 2021).

As pretrained VL models can map semantically similar images and text descriptions into similar embedding spaces, they can be used to measure the quality of the image caption. Recent studies suggest a huge potential in building a better image-captioning metric using VL models (Lee et al., 2020, 2021; Hessel et al., 2021). Similarly, our study leverages the pretrained VL model to understand the relationship between news text and images.

2.2 Fake news detection

Fake news detection has been actively studied in data mining and computational linguistics (Shu et al., 2017). Technically, it was tackled as a classification problem; after collecting fact-checked claims on websites such as PolitiFact¹, researchers trained a classification model with a wide range of features on text patterns, source characteristics, audience reactions, etc. Ma et al. (2016) employed a recurrent neural network that captures patterns of contextual information of relevant posts over time. Ruchansky et al. (2017) introduced a model called CSI that incorporates the text of an article, the user response, and the source for the detection. Most recently, researchers developed a fake news detection framework that represents social contexts as a graph and learns through a graph neural network (Nguyen et al., 2020). This study does not aim to predict news veracity but to detect the case where the news thumbnail does not represent the main stories. While there have been a handful of studies tackling fake news detection using multimodal cues (Singhal et al., 2019; Qi et al., 2019; Giachanou et al., 2020; Khattar et al., 2019), to the best of our knowledge, no studies tackled the detection problem on incongruity between news text and image, nor investigated how fake news uses the thumbnail.

3 Media Difference on Semantic Similarity of News Text and Image

3.1 Problem and hypothesis

We aim at understanding media differences in the semantic relevance of the thumbnail picture to news text. Horne and Adali (2017) suggested that fake news exhibits text patterns that are qualitatively different. Similarly, we assume that fake news may exhibit a distinct pattern in the use of news photographs:

¹https://www.politifact.com/
H. Fake news would use (semantically) a less relevant photograph to the news title for its thumbnail than general news.

We set the news title and thumbnail image, which is set as \textit{meta\_img} of the news HTML, as the target of analysis due to the following reasons. Journalism research suggests that a news title should provide a concise summary of the news article (Smith and Fowler Jr, 1982), and thus we consider the title as a proxy of the news article. Among images, we use the \textit{meta\_img} because it is automatically used as a preview when being shared on social media. That is, when a news article is shared, the thumbnail picture and news title become the first content shown to the users. Therefore, if a thumbnail does not represent the main story of a news article correctly, it could mislead readers into having a wrong impression of the target issue because social media users tend to consume news snippets without clicking the link (Gabielkov et al., 2016).

3.2 Method

To test the hypothesis, we used CLIP that represents a pair of image and text into a multimodal space (Radford et al., 2021), which is the state-of-the-art model in multimodal representation learning. As shown in Figure 2, we computed visual CLIP embedding \( v \) and textual CLIP embedding \( c \) of news articles. Then, we measured the cosine similarity for \( v \) and \( c \) to measure their semantic relevance, also known as CLIPScore (Hessel et al., 2021). We use the ViT-B/32 (Dosovitskiy et al., 2020) as backbone, and hence \( c, v \in \mathbb{R}^{512} \).

![Figure 2: An illustration of CLIPScore](image)

<table>
<thead>
<tr>
<th>Type</th>
<th>Whole</th>
<th>COVID</th>
<th>COVID-wo-faces</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>106,409</td>
<td>33,310</td>
<td>10,964</td>
</tr>
<tr>
<td>Fake</td>
<td>3,306</td>
<td>870</td>
<td>480</td>
</tr>
<tr>
<td>Total</td>
<td>109,715</td>
<td>34,180</td>
<td>11,444</td>
</tr>
</tbody>
</table>

Table 1: Dataset size

3.3 Data Collection

We collected news articles through the web links shared by official media accounts on social media, following a similar process proposed in a previous work (Park et al., 2021). Our data collection pipeline consists of the following steps.

**Target media selection:** To evaluate the main research hypothesis, we selected nine news outlets that run certified media accounts on Twitter as the target of analysis. Specifically, we focused on the five general news (FoxNews, New York Post, Reuters, The Guardian, Slate) and four fake news media (ActivitisPost, Judicial Watch, End Time Headlines, WorldNetDaily). The target list of fake news was selected from the media sources that were labeled as \textit{red} news in a previous study (Grinberg et al., 2019), which is defined as “spreading falsehoods that clearly reflect a flawed editorial process.” We selected the five general news from those labeled green in the same previous work. We confirmed the general media sources considered in this study are well balanced against the political bias rating\(^3\).

**Tweet collection:** We collected tweets from January 2021 until the time of data collection (September 2021) using the Twint library\(^4\). We excluded tweets that do not contain URLs to their news articles.

**News article collection:** For each of the news URLs, we obtained the news title, body text, and URL for the thumbnail by using the newspaper3K library\(^5\). We stored the news data in JSON format and downloaded the images by the wget command. When the news data do not provide URLs for the thumbnail or we cannot download any images from the thumbnail URL, we did not include it in our data collection.

\(^2\)The original implementation of CLIPScore applies a parametric ReLU to the cosine similarity. We used its canonical form without the ReLU function.

\(^3\)http://www.allsides.com

\(^4\)https://github.com/twintproject/twint

\(^5\)https://newspaper.readthedocs.io
To see the robustness of the findings, we constructed two filtered versions of datasets for the analysis in addition to the original dataset (Whole). First, we limited the scope of the news topic to COVID-19 by selecting news articles containing at least one of the COVID-19 related keywords: coronavirus, corona, covid-19, corona virus, covid, covid19, sars-cov-2, pandemic, chinese virus, chinesevirus, and corona. The COVID-19 issue has been covered extensively during the period of CLIP training, and thus we assumed the CLIP embedding could understand the COVID-19 context better than random events. We call the COVID-19 filtered dataset COVID. Next, to minimize the number of false negatives (i.e., the model considers a relevant pair irrelevant), we further filtered out news articles in which the thumbnail picture contains faces from the COVID dataset (COVID-wo-faces). In a preliminary analysis, we found that CLIP is not good at matching a person’s name in text and their appearance in an image, especially when they are not famous (e.g., the example in the bottom left of Figure 3 and Figure A1.). We detected images with a face by the face detection model of the Google Cloud Vision.

Table 1 presents the size of three datasets that covers news articles from January to August 2021. We expect that the data leakage issue is minimal because our dataset period is less likely to overlap with the dataset used for training CLIP.

### 3.4 Results

Figure 3 presents the title-image pairs with the CLIPScore values. The three examples in the top row present the pairs with a high CLIPScore, which were sampled from the top-500 news articles in terms of CLIPScore. The bottom three examples were randomly selected from the bottom-500 examples in terms of CLIPScore. The high-score examples demonstrate the capability of CLIP in understanding a written text and the appearance of a visual object. On the other hand, the three examples at the bottom demonstrate two scenarios where a low CLIPScore can represent. First, the New York Post example from the whole dataset suggests that the CLIP encoder has difficulty recognizing a person’s appearance in an image, a name in a text, or both. Second, the low-score examples for the COVID and COVID-wo-faces datasets represent the cases where a thumbnail does not represent the news text, suggesting the potential of CLIPScore being a good metric for news.
for capturing news articles with an unrepresentative thumbnail. Therefore, we used CLIPScore for understanding the media difference between fake news and trustworthy media in terms of semantic relevance between news title and thumbnail across the three datasets. The observations from the filtered datasets can function as a robustness check.

Figure 4 presents the difference of the semantic relevance of news title and thumbnail between fake and general news, measured by CLIPScore. We conducted the t-test to evaluate the statistical significance of a difference and calculated the Cohen’s $d$ for its effect size. The x-axis presents the CLIPScore threshold, and the y-axis presents the probability that the CLIPScore takes a value less than or equal to the threshold from the distribution. Results indicate that fake news tends to have a lower CLIPScore than general news with a statistical significance across the three datasets. The corresponding effect size is 0.596, 0.545, and 0.594 for the Whole, COVID, and COVID-wo-faces dataset, respectively. The values are considered medium effect sizes, which suggests that fake news tends to use a thumbnail picture that is semantically less similar to the news title than general news and therefore supports the main hypothesis in §3.1.

4 Detection of News Articles with the Incongruous Image

4.1 Motivation

As we observed in the previous section, Fake news media tend to use a photograph that is semantically less relevant to the news text than general news. Motivated by the observation, we turned to a detection problem aiming at identifying news articles with the incongruous thumbnail among articles shared by fake news outlets. We focused on the scope of detection of fake news media because the potential negative impact of image-text incongruity can be worse when used to promote false claims. Also, previous research suggested visuals can give a more significant impression to readers than textual signals (Seo, 2020).

Formally, we define the problem as a classification task using image-text multimodal data: given a pair of news text $T$ and image $I$, we aim at predicting the binary incongruity label $L$ on whether $I$ is semantically (in-)congruent with $T$.

4.2 Data generation

(a) Select three articles

(b) Generate articles with an incongruity type

Figure 5: An illustration of data generation process ($T$: news title, $I$: thumbnail image).

A significant challenge in implementing a classification model for the target task is the lack of a dataset. While we have more than 20k image-text pairs, they are unlabeled, and it is costly to annotate the incongruity label for all the pairs manually. Therefore, inspired by a previous study (Yoon et al., 2019), we utilized an alternative method that generates a pair of $I$ and $H$ with the incongruity label.
L automatically. The data generation method is language-agnostic, such that it can be easily extended to any other language as long as one can construct a pool of trustworthy news articles.

Figure 5 demonstrates the data generation process. At first, among the news articles generated by trustworthy news sources in the COVID-foʊ-waɪces dataset, we selected the top 75% of the image-text pairs in terms of CLIPScore to be congruent samples. As a result, we obtained 8223 target samples. We manually inspected the bottom-100 samples and confirmed that the image represents the news content well. To be used for generating train/validation/test datasets in the next step, we divided the 8223 pairs into three pools: 6575, 824, and 824, respectively.

The next step is to generate news articles with the incongruity between news title and thumbnail. As shown in Figure 5(a), for each pair in the congruent dataset, we randomly sampled two different pairs, one from the same media and another from one of the other outlets. We called the two pairs sampled. Then, as in Figure 5(b), we automatically generated samples with the incongruity by linking the image of the target article (I₁) to the title of the sampled articles (T₂, T₃). That is, the class ratio is 2:1 in the dataset. We applied the generation process to each pool separately, and therefore there are no overlapped articles between one dataset to another. In total, we obtained 8223 congruent and 16446 incongruent pairs, and there are 19725, 2472, and 2472 samples for train/validation/test, respectively.

4.3 Experimental Results

We used a machine equipped with the AMD Ryzen Threadripper Pro 3975WX CPU and two Nvidia RTX A6000 GPUs for the experiments. We evaluated three different methods for detecting image-text incongruity among fake news articles.

- ViLT (zero-shot): As a baseline model, we employed a recent vision-and-language pre-trained model, ViLT (Kim et al., 2021), which was fine-tuned on the MS COCO dataset. Using the cosine similarity between image and text vectors, we implemented a simple threshold-based classifier; If a similarity value is above the threshold, the model predicts the text well represents the image. Otherwise, a pair is considered unmatched. We obtained the decision threshold by a class-wise unweighted average for the similarity scores measured on all samples in the validation set. The obtained threshold was also used for test set inference.

- CLIPScore (zero-shot): Using the pretrained CLIP model, we computed the CLIPScore for each news title and thumbnail pair for implementing a threshold-based classifier. The decision threshold was obtained following the same procedure used for ViLT (zero-shot).

- CLIP-classifier: Figure 6 shows the neural architecture of the proposed model. CLIP-classifier takes as input $c$ (text embedding) and $v$ (visual embedding) from CLIP’s text and visual encoder, respectively, and classifies the pair as ‘congruent’ (well-matched) or ‘incongruent’ (not-well-matched). The model was trained to minimize the binary cross-entropy loss by the AdamW optimizer (at a learning rate of 0.001) with a batch size of 128. We did not update the CLIP backbone during training. We used gradient clipping with a threshold of 1.0 and early stopping.

Table 2 presents the evaluation results of the three models. The two CLIP-based models outperformed ViLT (zero-shot) with a large margin. These observations suggest that the CLIP pre-trained model is more generalizable than the ViLT model, and hence it is more suitable for the detec-
To test the ability of CLIP in real-world detection, we conducted additional experiments with human annotations. We supposed a situation where it is required to detect fake news articles using the incongruous thumbnail. Hence, we inferred prediction scores for the fake news samples in the COVID-wo-faces dataset by CLIPScore and CLIP-classifier, respectively. Then, we manually inspected the top-200 examples of each model in terms of the prediction score to test whether the models correctly predict the samples of an unrepresentative thumbnail. We considered the incongruous label as the positive label; Hence, a higher prediction score indicates a model predicts a given pair having the incongruity between news title and thumbnail picture with higher confidence. For consistency, we used \((1 - \text{similarity})\) for the prediction score of CLIPScore.

Figure 7 shows the top-k precision of each model’s prediction on the fake news articles. The x-axis represents the number of evaluated articles after being sorted by a model’s prediction score. The y-axis shows the precision of the top-k articles evaluated by humans. Two authors participated in the manual annotation process and obtained a complete inter-annotator agreement after several iterations. They examined a total of 259 news-thumbnail pairs on whether the image represents the news content. We release the paired dataset with manual annotation for broader usage on the github repository.

Results show that CLIPScore outperformed CLIP-classifier, especially for the highly-ranked examples. The model achieved a precision of 0.8 for k=10, 0.85 for k=20, and 0.87 for k=30; its performance gap against CLIP-classifier is around 0.1. The gap decreased as more examples were evaluated; the precision difference is 0.05 for k=200. The observation highlights the representation power of the CLIP backbone and implies that the two CLIP-based methods could be incorporated for more effective detection in practice.

5 Limitation and Future Direction

This study bears several limitations. First, the findings were observed from the dataset of nine news media. Even though they are well-balanced against political bias and trustworthiness, the findings could not represent general patterns and thus should be carefully interpreted. Future studies could examine the hypothesis using more extensive data. Second, since this study employs CLIP as a backbone, our results are subject to unknown biases which CLIP might learn from training. Future studies could adopt pretraining tasks to mitigate the issues. Third, we focused on news titles as a proxy of news content. The method could be invalid for some cases where the news title is incongruent with the main text (Yoon et al., 2019). Future studies could develop a method that exploits body text as a reference, which contains more fruitful information yet is more challenging to be analyzed.

6 Conclusion

This paper examined the usage of news thumbnails and asked whether fake news sources exhibit distinct patterns. By applying CLIP to the pair of news title and image, we identified the difference between fake news and trustworthy media sources in the image-text similarity: Fake news tends to use a less similar thumbnail picture to the news text than general news. Next, we tackled the article-level detection problem that targets fake news articles in which the thumbnail picture does not represent the news content. To the end, we generated a paired dataset of 24,669 image-text pairs, each image of which is semantically (in-)congruent to the text. Evaluation experiments showed that CLIP-based models could detect news articles with an unrepresentative thumbnail with high accuracy. These observations highlight the potential of CLIP for identifying these misinformed articles in the real world. To the best of our knowledge, this is one of the initial attempts to understand fake news characteristics in the use of thumbnail and focus on its semantic representativeness to news.
content. We hope our methodology and dataset can not only make an impact on the ongoing efforts to curtail fake news dissemination, but also contribute to broader research communities on vision and language.
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A Appendix

Jill Scott: ‘I’ve still got a lot to give; I still believe in myself’

Figure A1: An example of news article that CLIP has difficulty at matching a person’s name and face (CLIP-Score: 0.04694, URL: https://tinyurl.com/y4y89b3x).

<table>
<thead>
<tr>
<th>CLIPScore</th>
<th>Source</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole</td>
<td>High</td>
<td>Foxnews</td>
</tr>
<tr>
<td>Low</td>
<td>New York Post</td>
<td><a href="https://tinyurl.com/y7794dp">https://tinyurl.com/y7794dp</a></td>
</tr>
<tr>
<td>COVID</td>
<td>High</td>
<td>The Guardian</td>
</tr>
<tr>
<td>Low</td>
<td>World Net Daily</td>
<td><a href="https://tinyurl.com/yalznxnn">https://tinyurl.com/yalznxnn</a></td>
</tr>
<tr>
<td>COVID-wo-faces</td>
<td>High</td>
<td>Reuters</td>
</tr>
<tr>
<td>Low</td>
<td>Activist Post</td>
<td><a href="https://tinyurl.com/ycjkbell">https://tinyurl.com/ycjkbell</a></td>
</tr>
</tbody>
</table>

Table A1: URLs for news articles in Figure 3
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Abstract

The COVID-19 pandemic has created severe threats to global health control. In particular, misinformation circulated on social media and news outlets has undermined public trust in government and health agencies. This problem is further exacerbated in developing countries or low-resource regions where the news may not be equipped with abundant English fact-checking information. This poses a question: “are existing computational solutions toward misinformation also effective in low-resource regions?” In this paper, to answer this question, we make the first attempt to detect COVID-19 misinformation in English, Spanish, and Haitian French populated in the Caribbean region, using the fact-checked claims in US-English. We started by collecting a dataset of real & false claims in the Caribbean region. Then we trained several classification and language models on COVID-19 from high-resource language regions and transferred this knowledge to the Caribbean claim dataset. The experimental results show the limitations of current false claim detection in low-resource regions and encourage further research toward the detection of multi-lingual false claims in long tail.

1 Introduction

In this work, we refer to false claim as assertions that are not supported by facts and are made with the objective of misleading or deceiving the public (Molina et al., 2021). Social media platforms enable people to independently publish and share media content without scrutiny filters for credibility and integrity. Therefore, inaccurate, false, malicious, and propagandistic content have become abundant in social media. Furthermore, when false claims travel across regions and often get translated/modified, it becomes increasingly difficult for machine learning (ML) models to detect such false claims. Online surveillance (i.e., false claim detectors) systems are often primarily pre-trained on high-resource languages (e.g., English, Chinese). Despite significant progress in ML models, however, building and maintaining ML models in low-resource languages (e.g., Tagalog, Haitian Creole) are still challenging due to its scarce data or language lexicon and translation barriers which are indigenous to low-resource language settings.

This poses a natural question: “how effective are computational ML solutions developed in high-resource regions to detect false claims circulating in low-resource regions?” In this paper, to answer this question, we propose the first thorough case study on the detection of false claims in the Caribbean Islands.

Fact-checking initiatives are scarce and inept in low-resource settings, especially for the Caribbean Islands due to the cultural and linguistically diverse nature of their languages. The Caribbean region is a developing, heterogeneous, interconnected archipelago that is vulnerable to false claims campaigns. It consists of 35 states and territories bordering the Gulf of Mexico and Caribbean Sea. The Caribbean has six official languages: Spanish, English, French, and Dutch, as well as two indigenous Creoles (Haitian Creole and Papiamento). Our data curation initiative shows that this region lacks essential technological resources and infrastructure to combat false claim propagation. Few fact-checking organizations exist, and they have limited data covering the Caribbean. Major news outlets such as Loop News make significant efforts to debunk false claims. These initiatives are essential but inadequate to effectively respond to prevailing false claims during crises.

In particular, we studied two research questions:

1https://www.who.int/news-room/feature-stories/detail/immunizing-the-public-against-misinformation
2https://studyincaribbean.com/about-caribbean.html
3https://www.caribbeanandco.com/caribbean-languages/
RQ1: How do ML models trained in high-resource languages perform with current Caribbean false claims?

RQ2: Are more sophisticated ML techniques (e.g., Transfer Learning) useful to detect false claims in the Caribbean?

Note that the focus of our investigation is on the COVID-19 related false claims in the Caribbean islands. ML models trained in high-resource languages are not easily transferable to low-resource languages. One of the main challenges comes from data scarcity (i.e., lack of labeled training data in low-resource languages). This issue is further exacerbated by the application of false claims detection that suffers from imbalance (i.e., where the number of labeled false claims is significantly smaller than that of labeled true claims). Therefore, to thoroughly study false claims in the Caribbean Islands, more sophisticated ML techniques that address indigenous nuances need to be tested.

2 Related Work

Since the onset of the COVID-19 pandemic, misinformation in different languages has been circulating on social media. The COVID-19 misinformation datasets can be roughly divided into two categories: monolingual and multilingual. CoAID (Cui and Lee, 2020), ReCOVery (Zhou et al., 2020), CMU-MisCOV19 (Memon and Carley, 2020), CHECKED (Yang et al., 2021) and COSTRAINT task dataset (Patwa et al., 2020) are monolingual datasets in high-resource languages (English or Chinese). CoAID is a diverse COVID-19 misinformation dataset, including 5,216 news about COVID-19, and ground truth labels. Multilingual datasets contain news pieces in multiple languages. MM-COVID (Li et al., 2020) contains false & real news content in 6 different languages. FakeCovid (Shahi and Nandini, 2020) has 5,182 COVID-19 fact-checking news pieces in 40 languages.

With the urge to combat the infodemic in developing countries or immigrant communities speaking low-resource languages, researchers have been studying how to transfer the pre-trained models on high-resource domains to low resource domains. Du et al. (2021) proposed a cross-lingual false claims detector called “CrossFake”, which is trained based on a high-resource language (English) COVID-19 news corpus and used to predict news credibility in a low-resource language (Chinese). Bang et al. (2021) proposed two model generalization methods on COVID-19 fake news for more robust fake news detection in different COVID-19 misinformation datasets. In this paper, we chose the false claim detection in the Caribbean region as a showcase. It is a challenging problem due to the multiculturalism and multilingualism of Caribbean people. We studied how to leverage the pre-trained models from high-resource regions (CoAID) to detect misinformation in a low-resource region (Caribbean false claim data).

3 Main Proposal: Datasets and Research Questions

3.1 Caribbean Claims Dataset

This investigation utilized CoAID, a high-resource language COVID-19 false claims dataset written in English and curated from the United States (Cui and Lee, 2020). CoAID corpus comprises of 260,037 claims and news articles (Cui and Lee, 2020). This study assessed CoAID’s pre-trained baseline models ability to accurately detect false claims in Caribbean dataset, given indigenous data challenges such as scarcity and language barrier.

Fact-checking institutions are trustworthy sources for determining the veracity of claims (Shu et al., 2019). They use rigorous methods to investigate the veracity and correctness of assertions, including references and URLs where false claims originate (Shu et al., 2019). Unfortunately, the Caribbean territory lacks these critical technological resources, notably fact-checking institutions with adequate regional data to combat the spread and growth of false claims. Instead, majority of fact-checking is primarily performed by respected Caribbean news outlets such as Loop News that do not consistently adhere to stringent fact-checking procedures. As a result, Caribbean fact-checked false claims are primarily assertions rarely linked to original content or the origin of such claims. This is the reason why we study Caribbean false claims detection in this work (Molina et al., 2021).

We manually crawled the accessible fact-checking and news organization websites given the aforementioned status quo. Then, we extract only original assertions, or alternatively extract the annotated claims when the original assertions were inaccessible. See Table 1 for all web sources that are crawled. We further inspect the Caribbean web...
sources and solicited data from 9 institutions’ websites detailed in Table 1. The final dataset totaled 273 articles published mostly between 2019 and 2022. All data collected are COVID-19 claims except for two Dominican Republic vaccine-related health claims published in 2010. The corpus consists of 121 annotated news and 152 original news claims. The dataset covers 3 of 6 official languages spoken in the Caribbean: English, Spanish and French (Table 2). The labels are comprised of 54% real claims and 46% false claims (Table 4). See Table 4 for the character length distribution of the two labels. The contents of our Caribbean dataset contains language cues that help ML model distinguish between false and real claims (Cui et al., 2020).

### 3.2 RQ1: Baseline Model Performance on Caribbean False Claims

To establish a baseline, we used pre-trained models trained on a large amount of English moderated COVID-19 data. Since CoAID contains a large amount of English news claims in the United States (Cui and Lee, 2020), the baseline models were trained on CoAID. We sectionized RQ1 experiment into three sub tasks to ascertain empirical explainability. Each task uses different test sets to answer RQ1.

**Task I** Get the baseline performance using the CoAID dataset. Test set is CoAID dataset.

**Task II** Assess CoAID models’ ability to predict Caribbean English false claims. Test set is Caribbean English claims.

**Task III** Assess the baseline model with another English Caribbean claims translated from Spanish and French. Test set is a translated to English Caribbean claims dataset.

### 3.3 RQ2: Applying Transfer Learning

This experiment adopted a self-supervised BERT-based transformer model, pre-trained on a large corpus of monolingual data. We encode the news using BERT. We adopt the binary cross-entropy loss function in the training. We fine-tuned the BERT model using the CoAID dataset and used it to conduct RQ2 experiments.

Our hypothesis is that the answer to RQ1 will not be sufficient to solve the task of detecting false claims accurately in Caribbean languages. Therefore, we propose a more sophisticated method to improve model’s performance. Specifically, we studied the performance of transfer learning using a pre-trained BERT model. We break RQ2 experiment in two tasks to answer this question and maintain empirical consistency with RQ1 experiments.

**Task IV** Assess fine-tuned BERT model’s ability to predict Caribbean English false claims. Test set is Caribbean English claims.

**Task V** Assess the fine-tuned BERT model with another English Caribbean claims translated from Spanish and French. Test set is a translated to English Caribbean claims dataset.

### 4 Empirical Evaluation

#### 4.1 Set-Up

This research has three main test sets.

Table 4: Dataset statistics

<table>
<thead>
<tr>
<th>Corpus</th>
<th>Size</th>
<th>Min_char</th>
<th>Mean_char</th>
<th>Max_char</th>
</tr>
</thead>
<tbody>
<tr>
<td>Real claims</td>
<td>126</td>
<td>67</td>
<td>1187</td>
<td>3141</td>
</tr>
<tr>
<td>false claims</td>
<td>147</td>
<td>26</td>
<td>183</td>
<td>969</td>
</tr>
</tbody>
</table>
1. CoAID Test Set: this is only used for RQ1.
2. Original Caribbean English Set: this is used for RQ1: Task II and RQ2: Task IV (Table 3).
3. Translated-English Caribbean Set: this is used for RQ2: Task III and RQ2: Task V (Table 3).

Given the unique challenges with Caribbean false claims data, this research selected five baseline models:

- Long short-term memory (LSTM)
- Bidirectional Gated Recurrent Unit (BiGRU) (Bahdanau et al., 2015)
- Recurrent Neural Network (RNN)
- Convolutional Neural Network (CNN)
- Random Forest (RF)

The framework overview is shown in Figure 1. For the first task in RQ1, we first encode the news using GloVe (Pennington et al., 2014), a language pre-training model, and fit the embeddings into the models. The Glove wordembedding is used for all the baseline models except for Random Forest, which encodes the text with TF-IDF.

The baseline models were evaluated using F1, Kappa and Precision-Recall Area Under the Curve (PR AUC) scores from the models’ output.

1. **Area Under the Precision-Recall Curve (PR-AUC):**

   \[
   \text{PR-AUC} = \sum_{k=1}^{n} \text{Prec}(k) \Delta \text{Rec}(k),
   \]

   where \( k \) is the \( k \)-th precision and recall operating point \((\text{Prec}(k), \text{Rec}(k))\).

2. **F1 Score:** \( \text{F1 Score} = 2 \cdot (\text{Prec} \cdot \text{Rec})/(\text{Prec} + \text{Rec}) \), where Prec is precision and Rec is recall.

3. **Cohen’s Kappa:** \( \kappa = (p_0 - p_e)/(1 - p_e) \), where \( p_0 \) is the observed agreement (identical to accuracy), and \( p_e \) is the expected agreement, which is probabilities of randomly seeing each category.

   One of our primary interests is the precision-recall of the positive class, which is the positive false claim classification in our assessment of the models’ performance.

   We implement all models with Keras. The train and test sets use the 75:25 ratio, respectively. For all models, we use RMSProp (Hinton et al., 2012) with a mini-batch of 50 and the training epoch is 30. In order to have a fair comparison, we set the hidden dimension as 100 for all models. For the pre-trained BERT model, we use a BERT base model\(^4\) (uncased) pre-trained on a large corpus of English data. All methods are trained on an Ubuntu 20.04 and Nvidia Tesla K80 GPU.

4.2 **Results**

First, to establish the research baseline performance, we pre-trained machine learning models on CoAID claims in English and tested them on English Caribbean false claims. Table 5 details the performance of the baseline models. LSTM model demonstrated high accuracy with F1 and Kappa evaluation matrices; however, CNN has the highest PR AUC predictive accuracy.

Next, Task II was performed using a total of 171 claims consisting of 95 false and 76 real Caribbean news claims detailed in table 3. Task I results are shown in table 6. Compared to Task I baseline output, Task II shows a general decline with all models’ performance. Task II evaluation matrix scores are within a lower range compared to Task I. Task I output shows F1: 0.34 - 0.60, Kappa: 0.33 - 0.57 and PR AUC: 0.61 - 0.76. Task II matrix

\(^4\)https://huggingface.co/bert-base-uncased
scores show: F1: 0.33 - 0.54, Kappa: -0.64 - 0.02 and PR AUC: 0.51 - 0.56. LSTM outperformed all models with F1 while RNN having the highest Kappa and PR AUC scores.

The Task III assesses CoAID models’ ability to classify Caribbean false claims translated from Spanish/French to English using Google Translate API. As shown in table 3, a total of 102 claims were used; 52 were false and 50 were real Caribbean news. Task III results, as shown in table 7, show an overall decrease in all models’ predictive power in comparison to the baseline output in Task I. Task III evaluation matrix scores are within a lower range compared to Task I. Task I output shows F1: 0.34 - 0.60, Kappa: 0.33 - 0.57 and PR AUC: 0.61 - 0.76. Task III matrix scores shows: F1: 0.30 - 0.53, Kappa: -0.52 - 0.02 and PR AUC: 0.50 - 0.60. BiGRU outperformed all models with F1 scores whereas RNN has the highest Kappa and PR AUC scores. Overall, all models showed a drop in performance when classifying translated Caribbean news claims in English.

Task IV encompasses running English Caribbean news claims through the refined BERT model and assessing its performance. The result from this experiment shows that transfer-learning with BERT out-performed Task II for RQ1 models which used the same dataset detailed in table 3. The BERT model’s F1 score is 0.55, whereas Task II for RQ1 top F1 score is 0.54. Also, BERT’s PR AUC score is 0.59, whereas Task II for RQ1 top PR AUC is 0.56. However, BERT Kappa score of -0.16 was less than Task II for RQ1 score, 0.02. Transfer learning technique using BERT achieved better predictive performance.

Finally, in the Task V, we assessed the pre-trained, fine-tuned BERT model’s ability to accurately predict Caribbean false claims translated from French/Spanish to English. The results from this experiment indicate that BERT transfer-learning out-performs Task III for RQ1 models which basically used the same dataset detailed in table 3. The BERT model’s F1 score is 0.55, whereas Task III for RQ1 top F1 score is 0.52. Also, BERT’s PR AUC score is 0.57, whereas Task III for RQ1 top PR AUC is 0.55. However, BERT Kappa score of -0.17 was less than Task III for RQ1 score, 0.02.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
<th>Kappa</th>
<th>PR AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.5991</td>
<td>0.5721</td>
<td>0.6923</td>
</tr>
<tr>
<td>BiGRU</td>
<td>0.5708</td>
<td>0.5457</td>
<td>0.6792</td>
</tr>
<tr>
<td>RNN</td>
<td>0.4147</td>
<td>0.3950</td>
<td>0.6651</td>
</tr>
<tr>
<td>CNN</td>
<td>0.5326</td>
<td>0.5110</td>
<td>0.7565</td>
</tr>
<tr>
<td>RF</td>
<td>0.3439</td>
<td>0.3261</td>
<td>0.6152</td>
</tr>
</tbody>
</table>

Table 5: Comparison on Task I for RQ1. The false claims classification performance with standard deviation across five runs. The final prediction denotes the average of each evaluation matrix’s score from all runs. The results in this table show that LSTM has the best F1 & Kappa scores, while CNN has the highest PR AUC score.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
<th>Kappa</th>
<th>PR AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.5405</td>
<td>-0.0704</td>
<td>0.5361</td>
</tr>
<tr>
<td>BiGRU</td>
<td>0.5020</td>
<td>-0.3164</td>
<td>0.4632</td>
</tr>
<tr>
<td>RNN</td>
<td>0.2013</td>
<td>0.0213</td>
<td>0.5603</td>
</tr>
<tr>
<td>CNN</td>
<td>0.3574</td>
<td>-0.1863</td>
<td>0.5151</td>
</tr>
<tr>
<td>RF</td>
<td>0.3316</td>
<td>-0.6427</td>
<td>0.5121</td>
</tr>
</tbody>
</table>

Table 6: Comparison on RQ1 Task II. The false claims classification performance with standard deviation across five runs. The final prediction denotes the average of each evaluation matrix’s score from all runs. This experiment shows an overall performance decline observed compared to Task I baseline models output in table 5.

5 Discussion

5.1 RQ1 Experiments

RQ1: Task I. We established our baseline performance. It is clear from Task I results that CoAID baseline models are resilient with classifying claims despite imbalance dataset with majority real claims. The CNN PR AUC score was approximately 76% accurate in predicting the minority false claims regardless of imbalanced binary classification in the dataset. This suggest that CoAID high-resource language models perform fairly well at predicting news claims curated from the US high-resource language settings.

RQ1: Task II. assessed CoAID models’ ability to accurately detect Caribbean news claims originally written in English. When classifying Caribbean news claims in English, we observed an overall performance decline in all models. Thus, this outcome suggests that pre-trained high-resource detection models perform poorly on low-resource language context data written in En-
Table 7: Comparison on Task III for RQ1. The false claims classification performance with standard deviation across five runs. The final prediction denotes the average of each evaluation matrix’s score from all runs. This experiment shows an overall performance declined observed compared to Task I baseline models output in table 6.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1</th>
<th>Kappa</th>
<th>PR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>LSTM</td>
<td>0.4649</td>
<td>-0.0735</td>
<td>0.4990</td>
<td>0.089</td>
</tr>
<tr>
<td>BiGRU</td>
<td>0.5268</td>
<td>0.049</td>
<td>-0.1809</td>
<td>0.166</td>
</tr>
<tr>
<td>RNN</td>
<td>0.2963</td>
<td>-0.0830</td>
<td>0.114</td>
<td>0.5543</td>
</tr>
<tr>
<td>CNN</td>
<td>0.4884</td>
<td>-0.0830</td>
<td>0.175</td>
<td>0.5164</td>
</tr>
<tr>
<td>RF</td>
<td>0.3923</td>
<td>-0.5196</td>
<td>0.008</td>
<td>0.5384</td>
</tr>
</tbody>
</table>

Table 8: Comparison on Task IV & V for RQ2. The false claims classification performance with standard deviation across five runs. The final prediction denotes the average of each evaluation matrix’s score from all runs. A performance increase was observed in these experiments compared to Task II & III models output in table 6 and table 7 respectfully.

<table>
<thead>
<tr>
<th>Task</th>
<th>F1</th>
<th>Kappa</th>
<th>PR</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bert IV</td>
<td>0.5476</td>
<td>-0.1578</td>
<td>0.5852</td>
<td>0.113</td>
</tr>
<tr>
<td>Bert V</td>
<td>0.5485</td>
<td>-0.1656</td>
<td>0.5695</td>
<td>0.117</td>
</tr>
</tbody>
</table>

Figure 2: Overview of RQ1 ML models’ performance from Tasks I to III. The box plot shows that decline in ML models’ performance on Caribbean data language settings.

5.2 RQ2 Experiments
The above results prompted the need for more robust, novel, and clever techniques to best address the nuances and false claims phenomena specific to the Caribbean. Thus, we experiment with transfer learning methodology to garner insight on Caribbean false claims detection challenges.

RQ2: Task IV & V assessed transfer learning technique on Caribbean false claims detection. Task IV results indicate that the transfer learning technique using BERT achieved better predictive performance than English pre-trained high-resource language models. Similarly, Task V data demonstrate that the transfer learning technique achieves better model performance. Given indigenous Caribbean data challenges, these findings indicate that advance ML techniques have better learning mechanisms to address low-resource language setting detection (see Fig 4 & 5).

RQ2 Summary: results give clear indication that sophisticated, refined ML approaches achieve better performance. Transfer learning is shown to optimize performance with addressing Caribbean data scarcity issues. The linguistic similarity between CoAID and Caribbean false claims leveraged the model’s performance through transfer learning.

6 Research Implication
News outlet websites, Factcheckcaribbean.com and Poynter.com are most reputable organizations to
7 Conclusion

High-resource detection models have low accuracy with classifying Caribbean false claims data. Region-specific data challenges have shown to reduce the performance of high-resource ML models. This encourages the use of sophisticated ML techniques and AI methodologies to capture signals that current models are unable to recognize.

Our experiment with transfer learning has shown improvements with ML models’ performance. The findings in this research support our hypothesis: high-resource language model performs poorly on low-resource language data. Future studies need to focus efforts on improving false claims detection in the Caribbean. A major challenge is that every island has its unique Creole, which complicates ML models trained in formal settings. Since the
Jamaican languages are a combination of several languages, even the best language translator are ineffective in accurately translating the language to English. This poses another difficulty to the problem of false claims detection.

False claims are the greatest threat to public health in the Caribbean and globally. As we saw with COVID19, if we do not address false claims, epidemic/pandemic diseases will spread exponentially (Brainard and Hunter, 2020).
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