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AEG: Argumentative Essay Generation via A Dual-Decoder Model with
Content Planning

Abstract

Argument generation is an important but chal-
lenging task in computational argumentation.
Existing studies have mainly focused on gen-
erating individual short arguments, while re-
search on generating long and coherent argu-
mentative essays is still under-explored. In
this paper, we propose a new task, Argumenta-
tive Essay Generation (AEG). Given a writing
prompt, the goal of AEG is to automatically
generate an argumentative essay with strong
persuasiveness. We construct a large-scale
dataset, ArgEssay, for this new task and es-
tablish a strong model based on a dual-decoder
Transformer architecture. Our proposed model
contains two decoders, a planning decoder (PD)
and a writing decoder (WD), where PD is used
to generate a sequence for essay content plan-
ning and WD incorporates the planning infor-
mation to write an essay. Further, we pre-train
this model on a large news dataset to enhance
the plan-and-write paradigm. Automatic and
human evaluation results show that our model
can generate more coherent and persuasive es-
says with higher diversity and less repetition
compared to several baselines.1

1 Introduction

Automatic argument generation, literately the task
of generating persuasive arguments on controver-
sial issues (Toulmin, 2003; Zukerman et al., 2000),
has received many research interests in recent
years (Khatib et al., 2021; Schiller et al., 2021).
Many works have involved different arguments gen-
eration such as the counter-arguments generation
(Hua and Wang, 2018; Hua et al., 2019; Hidey and
McKeown, 2019; Alshomary et al., 2021b) and the
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Writing Prompt:
Online education is becoming more and more popular. Some people
claim that e-learning has so many benefits that it will replace face-to-face
education soon. Others say that traditional education is irreplaceable.
Discuss both views and give your opinion.

Argumentative Essay:
Acquiring knowledge virtually has become extremely popular in the

present times. While many individuals believe that there are various ad-
vantages and might overtake traditional learning in the future, a sizeable
group thinks that the traditional method cannot be replaced.

:
I
::::
believe

:::
that

::
the

::
use

::
of

::
the

:::::::
classroom

::::
might

:::::
reduce,

::
but

:
it
:::::
cannot

::
be

::::::
replaced. This

essay will discuss both views and substantiate my view in the course of
the essay.

:
To

:::::::
commence

::::
with,

::::
virtual

:::::
learning

::
is
::::
widely

:::::::::
implemented

:::::
because

:
it
:
is
:::::::
convenient

:::
and

:::::::::
cost-effective. It provides us with the opportunity

to obtain an education without the hassle of travelling. Students, for in-
stance, can attend classes at the comfort of their home, resulting in saving
time that might have been spent on commuting in the past. Similarly,
learning online can also be considered cost-efficient. Instead of spending
an immense amount of college funds, we can attain the same level of
qualifications at a cheaper price as it does not involve infrastructure.

::
On

::
the

::::::
contrary,

:::::::
traditional

::::::
learning

::::
offers

:::::
guided

::::::
learning

:::
and

:::::
hands-on

::::::::
experience. Classroom teaching practices assist students in

obtaining better study skills, such as organising and gathering reliable
information due to constant interaction with the teacher, resulting in
improved academic achievement. In addition, it helps in gaining practical
knowledge through sessions in laboratories that are not a part of digital
practices. For example, pupils are provided with constant guidance dur-
ing face to face teaching along with acquiring real-time experience.

In conclusion, although online classes might seem beneficial in terms
of convenience together with being budget-friendly, classroom education
provides a better learning and practical experience.

::::::
Therefore,

:
I
::::

think

::
that

::::::::
face-to-face

::::
classes

:::
are

::
not

:::::::
replaceable.

Table 1: An example of our proposed Argumentative
Essay Generation task. Given a writing prompt about
a controversial topic, the task is to generate a well-
organized argumentative essay with nice coherence and
strong persuasiveness. The

:::::
major

::::::
claims express the

topic, stance, and main idea of this essay.

controlled arguments generation under certain top-
ics or aspects (Gretz et al., 2020; Schiller et al.,
2021; Alshomary et al., 2021a; Khatib et al., 2021).
However, real-life scenarios like news editorials,
competitive debating, and even television shows,
are requiring more powerful ways of systematically
organizing arguments in composing long-form es-
says or speeches that can fully express opinions and
persuade the audiences. Previous studies predom-
inantly focused on generating individual and rela-
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tively short arguments, which can be weak when
addressing these long-form argument generation
tasks.

In this paper, we aim with the question of how
to generate and compose a comprehensive and co-
herent argumentative essay, which can contain mul-
tiple arguments with different aspects. This is a
challenging but fundamental task, requiring much
more capability of understanding human intelli-
gence towards general artificial intelligence to fully
address this problem (Slonim et al., 2021). How-
ever, with superior development of pre-training
methods (Devlin et al., 2019; Brown et al., 2020;
Bommasani et al., 2021), generating coherent long-
form documents is touchable with reasonable qual-
ities (Guan et al., 2021; Yu et al., 2021). Therefore,
to facilitate this line of research, we introduce a
new document-level generation task, Argumenta-
tive Essay Generation (AEG), which focuses on
generating long-form argumentative essays with
strong persuasiveness given the writing prompt.
An example of AEG is shown in Table 1. In this
example, the given writing prompt specifies a topic
about "online education". The expected argumen-
tative essay first introduces the topic and states the
stance (paragraph 1), then justifies its point through
a series of arguments (paragraphs 2-3), and finally
summarizes and echos the main idea (paragraph 4).
We can see that AEG requires generating relevant
claims and evidences of diverse aspects relevant
to a given topic, and further appropriately incor-
porating them in a logical manner to compose an
argumentative essay.

In order to make progress towards AEG, we con-
struct a large-scale dataset, ArgEssay, containing
11k high-quality argumentative essays along with
their corresponding writing prompts on a number of
common controversial topics such as technological
progress, educational methodology, environmental
issues, etc. Our proposed dataset is built upon the
writing task of several international standardized
tests of English, such as IELTS and TOEFL, which
also being studied in other tasks of automated es-
say scoring (Blanchard et al., 2013) and argument
mining (Stab and Gurevych, 2017). Compared to
previous argument generation datasets collected
from social media, the essays in our dataset are
more formal in wording and writing and therefore
of higher quality, making our dataset a better choice
for studying argument generation.

To tackle the proposed AEG task, we adopt the

plan-and-write paradigm for generating diverse and
content-rich argumentative essays, as content plan-
ning proves to be beneficial for long-form text gen-
eration (Fan et al., 2019; Hua and Wang, 2019). We
establish encoder-decoder based Transformer mod-
els with dual-decoder, which contains a planning
decoder (PD) for generating keywords or relational
triplets as essay content planning and a writing de-
coder (WD) for composing an essay guided by the
planning. Adopting this dual-decoder architecture
can keep planning and writing process separate to
avoid mutual interference. Automatic evaluation
results show that our model outperforms several
strong baselines in terms of diversity and repetition.
Human evaluation results further demonstrate that
the essays generated by our model maintain good
coherence and strong persuasiveness. We also show
that our model yields better plannings compared
to baselines, and the content of the generated es-
says can be effectively controlled by the plannings.
In addition, the performance of our model can be
further improved after being pre-trained on a large
news dataset.

We summarize our contributions as follows:

• We propose a new task of argumentative essay
generation and create a large-scale and high-
quality benchmark for this task.

• We establish a Transformer-based model with
dual-decoder which generates argumentative
essays in a plan-and-write manner, and fur-
ther improve the model performance via pre-
training.

• Using both automatic and human evaluations,
we demonstrate that our proposed model can
generate more coherent and persuasive argu-
mentative essays with higher diversity and less
repetition rate compared to several baselines.

2 Related Work

2.1 Argumentative Essay Analysis
The analysis of argumentative essays has been ex-
tensively studied in previous work since an early
stage (Madnani et al., 2012; Beigman Klebanov
and Flor, 2013). To comprehensively study the
structure of argumentation in argumentative essays,
Stab and Gurevych (2014, 2017) presented the Per-
suasive Essay dataset with the annotations of both
argument components and argumentative relations.
Based on this dataset, many subsequent researches
are conducted to better parsing the argumentation
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structure in argumentative essays (Persing and Ng,
2016; Eger et al., 2017; Potash et al., 2017; Kurib-
ayashi et al., 2019; Bao et al., 2021).

These studies above are closely related to our
work, since the analysis of the structure and qual-
ity of argumentative essays can support AEG by
providing structured argument knowledge.

2.2 Argument Generation
Early work on argument generation involved a lot
of hand-crafting features, such as constructing the
argument knowledge base (Reed, 1999; Zukerman
et al., 2000) or designing argumentation strategies
(Reed et al., 1996; Carenini and Moore, 2000).

To frame existing argumentative text into new
arguments, some work employs the argument re-
trieval (Levy et al., 2018; Stab et al., 2018) based
methods to generate arguments (Sato et al., 2015;
Hua and Wang, 2018; Wachsmuth et al., 2018),
while others synthesize arguments by reframing
existing claims or evidences (Yanase et al., 2015;
Bilu and Slonim, 2016; Baff et al., 2019).

Recently, more attention has focused on end-
to-end generation of arguments using neural mod-
els (Hua and Wang, 2018; Hidey and McKeown,
2019). Hua et al. (2019) presented a sequence-to-
sequence framework enhanced by external knowl-
edge for generating counter-arguments. Gretz et al.
(2020) explored the use of a pipeline based on the
pre-trained language model GPT-2 (Radford et al.,
2019) to generate coherent claims. Schiller et al.
(2021) developed a controllable argument genera-
tion model, which can control the topic, stance, and
aspect of a generated argument. Alshomary et al.
(2021a) proposed the belief-based claim generation
task and leveraged conditional language models to
generate arguments controlled by the prior beliefs
of the audience. Khatib et al. (2021) proposed to
control the generation of arguments with argumen-
tation knowledge graphs.

However, current argument generation research
is limited to generating individual and relatively
short arguments, without consideration given to
the generation of long and coherent argumentative
essays containing multiple aspects of arguments.

2.3 Long-form text generation
Our work is also closely related to long-form text
generation research, such as story generation (Fan
et al., 2018; Yao et al., 2019; Guan et al., 2020; Xu
et al., 2020), data-to-text generation (Puduppully
et al., 2019; Hua et al., 2021; Hua and Wang, 2020;

Dong et al., 2021), paragraph generation (Hua and
Wang, 2019; Yu et al., 2021), and essay generation
(Feng et al., 2018; Yang et al., 2019; Qiao et al.,
2020; Liu et al., 2021).

Most of studies focus generating narrative texts
or description texts, while we concentrate on gen-
erating argumentative essays, with more emphasis
on the argumentativeness.

3 Dataset Creation

Our dataset is collected from Essay Forum,2 an
online community established by professional writ-
ers and editors to help users write, edit, and revise
their essays. Specifically, we selected the essays
and prompts of high-quality in the writing feedback
section of Essay Forum, where users post their es-
says for revision suggestions in preparation for stan-
dardized English test like IELTS or TOEFL.3 In
addition, the essays in the writing feedback section
have also been used in the researches on argument
mining (Stab and Gurevych, 2014, 2017).

First, we collect all the post in the writing feed-
back section of Essay Forum. Then, to obtain the
prompt-essay pairs and ensure the text quality, we
conduct several pre-processing steps including:

• Separating the essay and the prompt in each
post. For posts where the author does not
mark the prompt in bold or italics, we filter
them out and then process them manually;

• Filtering prompt-essay pairs with non-
argumentative essays (like narrative essays,
character description essays, and graphical
analysis essays, etc.) by manually summa-
rized rules (see Appendix B.1 for details.);

• Cleaning irrelevant text like special charac-
ters, user names, and expressions of thanks
or greetings through rule-based deletion and
manual processing (see Appendix B.2 for de-
tails.);

• Only keeping prompt-essay pairs whose essay
contains less than 500 tokens (tokenized by
the Stanford CoreNLP toolkit (Manning et al.,
2014)) and 4 or 5 paragraphs. The reason for
this procedure is that, in the writing feedback
section of Essay Forum, essays that do not sat-
isfy these aforementioned attributes are likely

2https://essayforum.com
3An example post in the Essay Forum can be found in

Appendix A.
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Dataset Avg. Tokens Avg. Sents
(Hua and Wang, 2018) 161.10 7.70
(Hua et al., 2019) 66.00 2.95
(Khatib et al., 2021) 81.89 3.85
ArgEssay (Ours) 327.35 14.41

Table 2: Comparison of our dataset with existing argu-
ment generation datasets. (Avg. Tokens)/(Avg. Sents)
indicates the average number of tokens/sentences in the
target generation text.

not in an argumentative writing style (Stab
and Gurevych, 2014);

• Finally, manually reviewing each remaining
prompt-essay pairs to filter obviously flawed
essays and ensure all the essays are argumen-
tative.

It is worth noting that the Essay Forum admin-
istrator will review and remove any posts that are
considered to be libelous, racist, or otherwise in-
appropriate. Thus, the ethic of our dataset can
be assured. Further, we also manually check the
dataset to avoid ethical issues.

As for the data split, we want to minimize the
overlap between the train set and the validation/test
set in terms of prompts, otherwise it would be diffi-
cult to test the model’s generalization ability on
new prompts. Thus, we first extract keywords
from the prompts based on TF-IDF (Salton and
McGill, 1984) and measure the similarity of any
two prompts as the Jaccard similarity between their
keywords set. Then, when splitting the data, for
any prompt in the validation/test set, we ensure that
the similarity between it and each prompt in the
train set does not exceed a threshold ϵ. After sev-
eral rounds of manual verification, we set ϵ = 0.65,
as we observe that this threshold can reasonably
separate the prompts with more than 70% of the
validation/test prompts having a similarity of less
than 0.30 to any training prompt.

The final dataset consists of 11, 282 prompt-
essay pairs in English, in which 9, 277/1, 002/1003
pairs are used for training/validation/testing, re-
spectively. We compare our proposed dataset with
existing argument generation datasets in Table 2.
Our ArgEssay contains longer target text with
richer content, which makes it more challenging.
Also, most existing datasets are constructed from
social media, while the essays in our dataset are
written for the standardized English tests, which are
more formal in terms of wording and structuring.

4 Methods

Our proposed AEG task can be formulated
as follows: given a writing prompt X =
[x1, x2, . . . , xm], a relevant argumentative essay
Y e = [y1, y2, . . . , yn] should be generated.

In order to generate diverse and content-rich
essays, we propose a Transformer-based dual-
decoder model with a plan-and-write strategy. In
detail, our model first predicts a planning sequence
Y p, then it generates the argumentative essay
Y e under the guidance of the planning sequence
through the planning attention. The planning strat-
egy is commonly used in long-form text generation
studies. Here, instead of using a standalone model
for predicting the planning (Fan et al., 2019; Xu
et al., 2020), we utilize a dual-decoder architecture
to enable end-to-end training for generating the
planning and the essay.

In the following, we will first introduce the
method of constructing planning sequence Y p for
training and then describe our model in detail.

4.1 Construction of Planning

For flexibility, we do not strictly restrict the form of
the planning, as long as it is natural language text.
In this paper, we investigate two kinds of planning
using on automatic methods, a keyword-based
planning and a relation-based planning.

• 1) For the keyword-based (KW) planning,
we use TF-IDF (Salton and McGill, 1984)
score to determine important words as key-
words. We calculate the TF-IDF based on the
corpus and then select words with the top-l
scores to construct the keyword-based plan-
ning Y p =k1#1|k2#2|. . . |kl#l|, where ki is
the i-th keyword, “#” and “i” are special to-
kens, and keywords are separated by “|”.

• 2) Similarly, for the relation-based (Rel)
planning, we firstly apply an off-the-shelf
OpenIE (Angeli et al., 2015) to extract
all the relational triplets in each essay
and then random sample l triplets to con-
struct the relation-based planning Y p =
s1#r1#o1#1|. . . |sl#rl#ol#l|, where si, ri and
oi are subject, relation and object of the i-th
triplet.

Note that, we append “#i” after each keyword or
each relational triplet to control the length of gen-
erated planning, which has been shown to prevent
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Figure 1: The architecture of our model.

the model from generating undesired excessive or
insufficient keywords/triplets (Liao et al., 2019).
Here, we refer to l as the planning length, and we
set l to 10 in our main experiments. The impact of
l is discussed in Section 6.5.

4.2 Dual-decoder Model
For essay generation task, we adopt the encoder-
decoder architecture with a pre-trained BART back-
bone (Lewis et al., 2020) and extend it to a dual-
decoder architecture. Figure 1 illustrates the overall
architecture of the proposed dual-decoder. Overall,
the proposed model consists of a shared encoder
to encode the input writing prompt, a planning
decoder to generate a planning sequence, and a
writing decoder to write the argumentative essay.

Shared Encoder We use the same encoder of
BART as the shared encoder in our model, whose
output will be utilized by both decoders. Specifi-
cally, we feed X into the encoder:

He = Encoder(X)

where He ∈ Rm×d, and d is the hidden dimension.

Planning Decoder (PD) Based on the input
prompt sequence, the planning decoder serves to
predict the planning that contains important infor-
mation of the essay. The generated planning can
help plan the perspectives or aspects to be discussed
in the essay before the formal writing, as well as
enrich the wording and improve the diversity of the
generated essay. Adopting the planning decoder al-
lows to keep planning and writing process separate,

with two decoders being responsible for each. The
reason behind this design is that the distribution of
the planning text and the essay text are significantly
different, forcing one same decoder to handle both
processes can decrease the performance.

Our planning decoder is based on the decoder of
BART, whose decoding target text is Y p:

hpd
t = PD(He, Y p

<t)

Ŷ p
t = Softmax(Wpdhpd

t + bpd)

where hpd
t ∈ Rd is the hidden representation of the

t-th token in the generated logits Ŷ p
t ; Wpd and bpd

are learnable parameters.
Each Transformer layer of the BART decoder

contains three sub-layers, i.e., a self multi-head
attention layer, a cross multi-head attention layer
and a feed-forward layer. For the self multi-head
attention sub-layer of the j-th Transformer layer,
we denote the keys and values matrix as K(i)

pd and

V
(i)
pd ∈ Rl×d, which will be used to guide the writ-

ing decoder subsequently.

Writing Decoder (WD) The writing decoder can
incorporates the generated planning and the input
writing prompt to write an essay:

hwd
t = WD(He,Kpd,Vpd, Y

e
<t)

Ŷ e
t = Softmax(Wwdhwd

t + bwd)

where hwd
t ∈ Rd is the hidden representation of

the t-th token in Y e; Kpd and Vpd are the keys and
values of all the Transformer layers of PD; Wwd

and bwd are learnable parameters.
Here, we introduce a planning attention (PA)

module that enables PD to guide WD. For each
Transformer layer of the WD, we modify the self
multi-head attention sub-layer to enable WD to at-
tend all the tokens in the planning generated by PD
when decoding each token of an essay. Specifically,
when calculating the self multi-head attention in
the i-th Transformer layer of WD, we use Q

(i)
wd,

K
(i)
wd and V

(i)
wd as the query, key and value:

Q
(i)
wd = Q

(i)′

wd

K
(i)
wd = [K

(i)
pd ⊕K

(i)′

wd ]

V
(i)
wd = [V

(i)
pd ⊕V

(i)′

wd ]

where Q
(i)′

wd ,K
(i)′

wd ,V
(i)′

wd ∈ Rn×d is the original
query, key, value matrix of the BART decoder
Transformer layer, and ⊕ denotes the matrix con-
catenation operation in the first dimension.

5138



Training & Inference. During training, we use
the negative log-likelihood loss:

L = Lp + Lw

Lp = −
l∑

t=1

logP (Y p
t |Y p

<t, X)

Lw = −
n∑

t=1

logP (Y e
t |Y e

<t, Y
p, X)

where Lp and Lw are the loss functions for opti-
mizing planning and writing, respectively.

During inference, we first generating the plan-
ning sequence and then writing the essay, both of
which are performed in an autoregressive manner.

4.3 Pre-training

To better adapt the model to the plan-and-write
paradigm, we explore to first pre-train our model on
a large news dataset, then fine-tune it on our ArgEs-
say dataset. In detail, we employ CNN-DailyMail
(Hermann et al., 2015) as the pre-training data,
which is a large-scale news dataset commonly used
for summarization. We treat the highlights as the
prompts and the associated news articles as the
essays. Regarding the planning sequences, the key-
words/triplets are extracted from the news articles
in the same way as described in Section 4.1.

5 Experimental Setups

5.1 Comparison Models

We build following baselines for comparison.

BART BART (Lewis et al., 2020) is a strong
sequence-to-sequence baseline model for natural
language generation, which is pre-trained on sev-
eral denoising tasks. We fine-tune the pre-trained
BART model on our proposed ArgEssay dataset
without using any planning information.

BART-KW Following approaches of incorporat-
ing knowledge information with the arguments in
previous work (Schiller et al., 2021), we conduct a
BART-KW method by concatenating each planning
before the essay as the overall target for prediction.
That is BART-KW first predicts the keyword plan-
ning and then generates the essay. BART-KW is
also fine-tuned from BART-base.

DD-KW For our dual-decoder (DD) models,
we denote the dual-decoder model with keyword-
based planning as DD-KW. Note that DD-KW is

not pre-trained by news data but we use BART-
base as the start point. Also, based on DD-KW,
we implement following two models for further
comparisons:

DD-KW w/o planning-att We make an ablation
of planning attention module, that is we replace
the planning attention for DD-KW with the normal
attention, to investigate the effectiveness of using
planning to explicitly guide essay generation. Note
that this model differs from BART in that the plan-
ning can influence essay generation through the
encoder during training.

DD-KW w. pre-training We apply the news
pre-training on DD-KW (see Section 4.3).

BART-Rel and DD-Rel Similar for the meth-
ods using relation-based planning, we implement
four models: BART-Rel, DD-Rel, DD-Rel w/o
planning-att and DD-Rel w. pre-training.

5.2 Implementation Details

For all models, we use the pre-trained BART-Base
as the base model. Following previous work (Gretz
et al., 2020; Xu et al., 2020; Khatib et al., 2021), for
decoding at inference, we used a top-k sampling
scheme with k = 40 and a temperature of 0.7. Our
model is implemented in PyTorch (Paszke et al.,
2019) and is trained on a NVIDIA Tesla V100 GPU.
We restrict the generated text to be longer than 200
tokens. The AdamW optimizer (Kingma and Ba,
2015) is employed for parameter optimization with
an initial learning rate of 3e-5.

5.3 Evaluation Metrics

Automatic Evaluation. We employ the follow-
ing metrics for automatic evaluation. (1) Distinct
measures the diversity of generated essays by com-
puting the ratio of the distinct n-grams to all the
generated n-grams (Li et al., 2016). (2) Novelty
measures the difference between the generated es-
says and the training data. Specifically, following
Yang et al. (2019) and Zhao et al. (2020), for each
generated essay, we calculate its Jaccard similarity
coefficient based on n-grams with every essay in
the training set and choose the highest similarity
as the novelty score. (3) Repetition measures the
redundancy of the generated essay by computing
the percentage of generated essays that contain at
least one repeated n-gram (Shao et al., 2019). (4)
BLEU (Papineni et al., 2002) computes the n-gram
overlap between the generated texts and the ref-
erence texts. If the readability or fluency of the
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Models Diversity Quality

Dist-3 Dist-4 Nov-1(⇓) Nov-2(⇓) Rep-3(⇓) Rep-4(⇓) BLEU-4

BART 46.68 70.43 26.73 9.45 19.04 3.09 6.85
BART-KW 48.95 72.18 26.67 9.31 17.24 2.89 6.74
DD-KW 50.07 72.72 †26.31 9.29 †16.87 2.55 6.81

w/o planning-att 47.13 70.76 26.78 9.43 18.74 †2.51 6.79
w. pre-training 51.35 73.71 26.26 †9.21 16.75 2.39 6.94

BART-Rel 47.45 71.39 27.41 9.48 21.14 3.29 6.72
DD-Rel 49.10 72.55 26.99 9.34 19.24 2.67 6.83

w/o planning-att 47.16 70.63 26.78 9.46 19.34 3.09 †6.93
w. pre-training †51.11 †73.57 26.75 9.20 19.18 2.39 6.84

Table 3: Automatic evaluation results [%]. Dist-n, Nov-n, Rep-n and BLEU-n denote the distinct, novelty,
repetition and BLEU based on n-gram. The best score is in bold. † indicates the second best result.

Models Rel. Coh. Cont.

BART 3.27 2.83 3.09
BART-KW 3.31 2.71 3.31
DD-KW 3.60 2.83 3.42

w. pre-training 3.63 3.05 3.49
BART-Rel 3.27 2.78 3.29
DD-Rel 3.59 2.82 3.36

w. pre-training 3.60 3.06 3.43

Table 4: Human evaluation results. Rel., Coh. and
Cont. indicate relevance, coherence and content rich-
ness, respectively.

generated essay is poor, its BLEU score will be
extremely low. Hence, we provide the BLEU score
as a reference to assess the essay’s quality.

Here, distinct and novelty are used for assessing
diversity, while repetition and BLEU are used for
assessing quality.

Human Evaluation. For a more comprehensive
analysis, we conduct human evaluations that con-
tain three aspects. (1) Relevance evaluates whether
the entire content of the generated essay is semanti-
cally relevant to the given writing prompt, which is
a basic requirement for a qualified argumentative
essay. (2) Coherence indicates whether the gen-
erated essay is logically consistent and reasonable
in terms of semantic and causal dependencies in
the context, which is closely related to the persua-
siveness of an argumentative essay. (3) Content
Richness measures the amount of distinct relevant
aspects covered in the generated essay, which is a
significant characteristic of argumentative essays.

All three aspects are expected to be scored from

1 (worst) to 5 (best). We randomly sampled 50 writ-
ing prompts from the test set. Each annotation item
contains the input writing prompt and the generated
essays of different models. We assign 3 annotators
for each item who are not aware of which model
the generated essays come from.

6 Results and Analysis

6.1 Automatic Evaluation

Table 3 shows the automatic evaluation results.
Compared to BART, our proposed DD-KW and
DD-Rel achieve significantly better distinct scores
and moderately better repetition and novelty scores.
BART-KW and BART-Rel are worse in distinct,
repetition, and novelty than DD-KW and DD-Rel,
showing the effectiveness of the dual-decoder archi-
tecture. Also, removing the planning attention (w/o
planning-att) decreases the distinct and repetition
scores. Regarding the BLEU scores, DD-KW and
DD-Rel perform similar to BART, indicating that
the dual-decoder architecture does not degrade the
readability and fluency of the generated essays. In
addition, incorporating pre-training into our dual-
decoder models can further boost the performance,
showing that pre-training can enhance this plan-
and-write generation paradigm. The average length
of the essays generated by each models is around
290-300.

Overall, with the support of the dual-decoder ar-
chitecture and the pre-training strategy, our model
can generate more diverse and less repetitive essays
at the same time maintaining good readability and
fluency.

5140



Models Rec. Rep.(⇓) Inv.(⇓) Rel.

BART-KW 18.06 6.45 - 77.40
DD-KW 19.41 1.80 - 82.00

w. pre-training 23.95 1.01 - 84.80

BART-Rel 14.81 - 1.76 72.20
DD-Rel 15.05 - 0.85 76.60

w. pre-training 15.43 - 0.40 78.40

Table 5: Planning quality evaluation [%]. Rec., Rep.,
Inv. and Rel. indicate recall, keyword repetition, inva-
lidity and planning relevance, respectively.

6.2 Human Evaluation

The results of human evaluation are presented in
Table 4. The average Fleiss’ kappa is 0.42. Re-
garding relevance, BART, BART-KW, and BART-
Rel perform poorly because of the topic drift prob-
lem, that is, the generated essay is barely relevant
to the given topic (see case study in Appendix C
for details). Compared to BART, all other models
with planning achieve better content richness score,
since the generated planning can provide more di-
verse aspects information and guide the models
to write essays containing more examples or per-
spectives. Also, the pre-training strategy can bring
significant improvement to coherence.

6.3 Planning Quality

We measure the quality of the generated plannings
from the following aspects: (1) Recall: evaluates
how many keywords/triplets in the oracle planning
sequence are predicted. (2) Keyword Repetition:
(only for keyword-based planning) measures how
many keywords in the generated planning sequence
are repeated at least once. (3) Invalidity: (only
for relation-based planning) measures how many
generated triplets is invalid, i.e., not in the form
described in Section 4.1. (4) Planning Relevance:
evaluates whether each predicted keyword/triplets
is relevant to the prompt, and is obtained by manu-
ally analysis of 50 randomly selected samples.

As shown in Table 5, simply using a single de-
coder to generate the planning and the essay to-
gether (BART-KW and BART-Rel) causes the prob-
lem of high keyword repetition or high invalidity
rate. In contrast, employing an individual planning
decoder (DD-KW and DD-Rel) not only improves
both the recall and the planning relevance, but also
alleviates the keyword repetition or invalidity prob-
lem. Moreover, we can also observe that the plan-
ning quality can further be refined by pre-training
our dual-decoder models.

Models Appearance Appropriateness

BART-KW 63.72 66.80
DD-KW 66.63 71.60

w/o planning-att 43.66 47.60
w. pre-training 72.58 73.20

BART-Rel 43.43 43.40
DD-Rel 51.31 52.40

w/o planning-att 19.01 37.20
w. pre-training 52.99 57.40

Table 6: Controllability evaluation [%].
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Figure 2: Impact of the length of planning.

6.4 Controllability Evaluation

To evaluate how well the generated essay can be
controlled by the planning, we measure whether
each keyword/triplet appear in the generated es-
say (Appearance). Also, we manually check 50
generated samples and determine whether the in-
formation enclosed by each keyword/triplet is ap-
propriately used (Appropriateness). As shown in
Table 6, BART-KW and BART-Rel achieve low
appearance and appropriateness, while our dual-
decoder models (DD-KW and DD-Rel) give signif-
icantly better results. With pre-training, around
73.20%/57.40% keywords/triplets are appropri-
ately adopted by the writing decoder, showing a
high controllability. Besides, removing the plan-
ning attention module (w/o planning-att) decreases
both appearance and appropriateness dramatically.

6.5 Impact of the Planning Length

On top of the models with keyword-based plan-
ning, we further investigate the impact of the plan-
ning length l on the diversity (Dist-4) and accuracy
(BLEU-4). As shown in Figure 2, for all mod-
els, as the planning length grows, the diversity
increases, but the accuracy decreases. By man-
ual review, we find that the readability of essays
becomes extremely poor (low fluency and high rep-
etition) when BLEU-4 is less than about 6.3. Thus,
selecting a proper planning length is crucial for gen-
erating essays that are both diverse and readable.
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Nevertheless, our pre-trained dual-decoder model
(DD-KW w. pre-training) can not only achieve bet-
ter diversity with an appropriate planning length,
but also ensure better readability than baselines
even under extreme conditions.

7 Conclusion

In this paper, we propose a challenging new task,
AEG, to generate long-form and coherent argumen-
tative essays. To tackle this task, we present a large-
scale dataset and further devise a dual-decoder ar-
chitecture based on the basis of BART, which can
generate a planning and a planning-guided essay
in an end-to-end fashion. The experimental results
demonstrate the superiority of our model. For fu-
ture work, we plan to draw on external knowledge
to generate more diverse and informative argumen-
tative essays.

Limitations

First, as discussed in Appendix C, there is still
an undeniable gap between generated essays and
human written essays in terms of logical coherence.
In our method, we do not design mechanisms to
ensure factual and causal logicality of the generated
essays, which remains a great challenge. Hence,
future work could consider improving the logical
coherence of the generated essays by using external
knowledge or causal inference techniques.

Second, although our dual-decoder architecture
enables content planning and generates better es-
says, it also introduces some new parameters and
computations. Future work could thus investigate
more efficient methods with fewer model parame-
ters.
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Appendices

A An Example Post from Essay Forum

An example post from the writing feed-back section
of the Essay Forum platform is shown in Figure 3.

B Rules For Data Pre-process

B.1 Filtering Details

• Removing prompt-essay pairs which are from
IELTS writing task 1 by checking for the pres-
ence of keywords like "bar", "chart", "dia-
gram" and "task 1" in the prompts, since es-
says in these samples are graphical analysis
essays without argumentativeness.

• Removing prompt-essay pairs about narrative,
character description or letter by checking the
keywords such as "describe", "describing",
"letter", "narrative", "summary", etc.

B.2 Data Cleaning Details

• Deleting special characters like "=", "*", "#",
"+", etc.

• Select out prompt-essay pairs that contain
irrelevant text expressing gratitude, asking
for help, greeting, or self-introduction by
keywords like "please", "pls", "grammar",
"hello", "feedback", "grammar", "comment",
"my name", "my essay", "thank", "appreci-
ated", etc. Then manually checking and delet-
ing these irrelevant text.

C Case Study

Table 7 demonstrates several sample outputs from
different models for the writing prompt about
“multinational companie”. We only show a snip-
pet of each essay, which is taken from a similar
location in the context.

We can see that BART and BART-KW show dif-
ferent degrees of topic drift problem, i.e., the gener-
ated text is less relevant to the given topic of “multi-
national corporations”. In contrast, the models with
dual decoders avoid this problem by better generat-
ing and utilizing the essay content plannings. Re-
garding the planning generation, BART-KW suffers
from generating planning with repeated keywords.
Also, as can be seen, the pre-trained dual-decoder
models can better leverage the planning to guide the
essay generation. For example, the generated essay

Prompt

Essay

… …

Figure 3: An example post from Essay Forum.

of (DD-KW w. pre-training) can coherently em-
body the keywords “employees”, “coexist”, “corpo-
rations”, etc. By comparison, the DD-KW without
pre-training performs slightly worse on this point.

However, it is undeniable that there is still a large
gap between the performance of our models and
that of humans, which we plan to investigate in
future work. For example, the human generated
essay in Table 7 is significantly better than the all
the model generated essays in terms of logical co-
herence.

5147



Writing Prompt: Nowadays, most large companies operate multinationally. To what extent those companies should have responsibility towards
local communities in which they operate?

Human:
Keywords: local # 1 | native # 2 | firms # 3 | royal # 4 | respect # 5 | rivers # 6 | operations # 7 | indigenous # 8 | international # 9 | ecosystem # 10 |
Triplets: global operations # respect # national customs # 1 | firms # should discover # insights # 2 | operations # stay away # taboos # 3 | (. . . )
Essay: (. . . ) More importantly, global operations ought to respect the national customs where they set up. In other words, the firms should discover
insights into the native cultures and deter themselves from offending indigenous people or what they respect. For example, when running business
in Thailand, the organizations cannot advertise their products by using pictures of royal Kings as Thai citizens extremely respect royal family.
Therefore, international operations should develop carefully and stay away from some taboos, which offend the inhabitants. (. . . )

BART:
Essay: (. . . ) Secondly, the public of the city can know about the local communities. They should be aware of the situations which they are dealing
with. To elaborate, the local governments should make a better understanding of the cultures of the districts and they should also pay attention to the
surrounding communities. Furthermore, they should be a part of the local companies’ culture. (. . . )

BART-KW:
Keywords: operate # 1 | companies # 2 | corporations # 3 | localities # 4 | local # 5 | multination # 6 | multi # 7 | multi # 8 | responsibility # 9 | response
# 10 |
Essay: (. . . ) Additionally, the governments should also take a responsibility for the local companies. As the workers are being recruited more and
more, the profits from these organizations will increase. For example, the factories can operate in different areas, in order for the workers to get a
better life. Moreover, the workers will be more motivated to work more and have more opportunities to earn more income. (. . . )

DD-KW:
Keywords: multinational # 1 | teamwork # 2 | scale # 3 | workers # 4 | operate # 5 | company # 6 | local # 7 | ethos # 8 | collaboration # 9 | businesses #
10 |
Essay: (. . . ) On the other hand, multinational companies have a large number of employees. Many of them spend most of their time in a different
place and do not have the time to engage with the other employees. Moreover, The employees are boundlessly affected by the cultures, traditions,
customs, and traditions. Therefore it is necessary for them to take a team effort to build a good relationship with the others and make sure that they
have a good collaboration. (. . . )

DD-KW w. pre-training:
Keywords: operate # 1 | profit # 2 | corporations # 3 | coexist # 4 | cities # 5 | multinational # 6 | local # 7 | responsibility # 8 | employees # 9 |
development # 10 |
Essay: (. . . ) On the other hand, the main responsibility of the large multinational corporations is to coexist with the communities in the local areas,
and they should share the costs and amenities of their business. In other words, they should be aware of the needs of their employees and the benefits
of their job. Furthermore, they have to offer equal opportunities to all of their staffs. For instance, in Bangladesh, the government has made it
mandatory for the companies to co-operate with the local community in order to facilitate the overall development of their businesses. (. . . )

BART-Rel:
Triplets: factories # have responsibility # to # provide # 1 | companies # invest # money # 1 # 2 | local businesses # have # responsibility # 3 | (. . . )
Essay: (. . . ) Furthermore, it also can be argued if the local government has more responsibility for the well-being of their citizens. In some cases,
they could not provide the basic needs for their citizens, such as food and clothing. If a company only has a little staff, they have to make sure their
local residents have healthy food and a stable living environment. (. . . )

DD-Rel:
Triplets: companies # are # able # 1 | their work # is with # their employee # 2 | many large enterprises # operate # multinationally # 3 | (. . . )
Essay: (. . . ) I think that a large company would have some responsibilities in the areas where they operate. Many multinational companies operate
multilaterally, so they should have a responsibility towards the areas in which they operate in. In other words, they should be accountable for the way
they operate from one part of the world to another. If these companies were able to build a business with their employees, they would have the ability
to control the way that they operate, which would create a big impact on their business. (. . . )

DD-Rel w. pre-training:
Triplets: companies # should have # their efforts # 1 | their efforts # is with # different initiatives # 2 | local people # is in # their local areas # 3 | most
large firms # operate # multinationally # 4 | (. . . )
Essay: (. . . ) On the other hand, these multinationally large firms should have their own efforts regarding the local community. It is believed that their
efforts can improve the situation of the community and people in their local areas. For instance, it could be better to invest in infrastructure that could
improve the lives of the residents. Moreover, it allows them to start their efforts with different initiatives that would help them to increase their
efficiency. (. . . )

Table 7: Case study.
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