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Abstract

Linguistic information is encoded at varying
timescales (subwords, phrases, etc.) and com-
municative levels, such as syntax and seman-
tics. Contextualized embeddings have analo-
gously been found to capture these phenomena
at distinctive layers and frequencies. Leverag-
ing these findings, we develop a fully learnable
frequency filter to identify spectral profiles for
any given task. It enables vastly more granu-
lar analyses than prior handcrafted filters, and
improves on efficiency. After demonstrating
the informativeness of spectral probing over
manual filters in a monolingual setting, we in-
vestigate its multilingual characteristics across
seven diverse NLP tasks in six languages. Our
analyses identify distinctive spectral profiles
which quantify cross-task similarity in a lin-
guistically intuitive manner, while remaining
consistent across languages—highlighting their
potential as robust, lightweight task descriptors.

1 Introduction

Analyzing the contextualized embedding represen-
tations of pre-trained language models (LMs) us-
ing lightweight probes (Hewitt and Liang, 2019;
Voita and Titov, 2020) has identified latent fea-
tures in the untuned encoders which are highly
relevant to downstream NLP tasks at various layer
depths (Tenney et al., 2019). Orthogonally, lin-
guistic phenomena are also encoded at different
timescales: i.e., rapidly changing (sub-)word-level
information versus slower changing sentence or
paragraph-level information. Decomposing contex-
tualized embeddings into frequencies with different
rates of change has yielded initial insights into the
timescales at which these task-specific latent phe-
nomena occur (Tamkin et al., 2020). These findings
currently rely on handcrafted spectral filters and are
limited to English. To enable more efficient analy-
ses of finer-grained, continuous frequency spectra
in contextualized representations covering more
tasks and languages, this work contributes:

DCT

IDCT

1

2

3

4

Figure 1: Visualization of Spectral Probing. Given
a sequence of embedding values 1 , decompose into
composite frequency waves using DCT 2 , apply the
learned filter γ , retaining a subset of waves 3 , for
which IDCT returns the filtered sequence of values 4 .

• A fully differentiable spectral probing frame-
work for learning which frequencies are rele-
vant for specific NLP tasks (Section 2).1

• A multilingual probing study examining
timescale characteristics of seven diverse NLP
tasks across six languages (Section 3).

• An analysis of the relationships between the
spectral profiles of different tasks and their
consistency across languages (Section 4).

2 Probing for Spectral Profiles

Spectral Probing (Figure 1) builds on established
signal processing methods (Ahmed et al., 1974) and
recent findings on the manual frequency filtering of

1Code at https://github.com/mainlp/spectral-probing.
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contextual embeddings (Tamkin et al., 2020). The
method automatically learns spectral profiles which
measure the relevance of specific frequencies to a
given task by amplifying or reducing contextual
information with different rates of change.

Discrete Cosine Transform (Ahmed et al., 1974;
DCT) is an invertible method for decomposing any
sequence of real values {x0, . . . , xN−1} (e.g., all
values of an embedding dimension) into a weighted
sum over cosine waves with different frequencies.
The number of frequencies equals the sequence
length N , as the lowest frequency wave is a con-
stant (k = 0) and the highest frequency wave
completes one cycle every timestep (k = N − 1).
The coefficient X(k)

n for a wave at DCT index k at
timestep n is calculated as:

X(k)
n =

N−1∑

n=0

xn cos

[
π

N

(
n+

1

2

)
k

]
. (1)

Inverting the DCT (IDCT) using all X(k)
n will re-

turn the original sequence. However, weighting co-
efficients for some k by 0 will return a filtered ver-
sion. Zeroing out all k above a threshold will only
retain lower frequencies and make values oscillate
with a slow rate of change. Vice-versa, zeroing
out all k below a threshold will only retain higher
frequencies—amplifying short-term changes.

Fixed-band Filters Applying frequency filters
to a sequence of contextualized embeddings ex-
tracts linguistic information at different timescales.
Within this formulation, the values across each em-
bedding dimension are gathered into a real-valued
sequence to which transformations such as the DCT
can be applied. In seminal work, Tamkin et al.
(2020) apply manually defined low (k ∈ [0, 1]),
mid-low (k ∈ [2, 8]), mid (k ∈ [9, 33]), mid-
high (k ∈ [34, 129]) and high frequency filters
(k ∈ [130, 511]) to English BERT embeddings
(Devlin et al., 2019) to investigate how accurately
a linear probe can extract task-specific informa-
tion within certain spectra. Capturing the full pic-
ture using manual, fixed-band filters is however
not computationally feasible: Relevant frequencies
might not lie in a contiguous band, and further-
more, frequencies can not only be turned on or off
(i.e., weighted 0 or 1), but can actually be weighted
continuously in [0, 1].

Learnable Filters To capture the complete pic-
ture, we propose spectral probing which learns a
continuous weighting of frequencies relevant to a
task. In effect, the spectral filter is a vector γ ∈ RM

for which each entry corresponds to the weight as-
signed to a particular frequency. Before inverting
the DCT, each X

(k)
n is multiplied by the sigmoid-

scaled weight γ(k) ∈ [0, 1] which will then retain
or filter out frequencies at index k. As M depends
on the sequence length N , which changes across
inputs, the spectral probe dynamically scales γ to
the length at hand using adaptive mean pooling. In
practice, we set M to the maximum input length for
our given encoder (e.g., 512 for BERT) and shrink
γ appropriately, as a wave cannot cycle more often
than there are values. It would however be equally
possible to set M smaller than N and interpolate
the filter up to the length required. Overall, γ is a
lightweight parameter which can be easily incorpo-
rated between the frozen encoder and probing head,
and uses the existing training objective to jointly
learn which frequencies to amplify or filter out.

3 Experiments

3.1 Monolingual

Setup Initially, we compare spectral probing to
previous fixed-band filters by reproducing the high-
est and lowest frequency experiments by Tamkin
et al. (2020). These are the tasks of tagging parts-
of-speech (POS) in the Penn Treebank (Marcus
et al., 1993; PTB) as well as classifying TOPICS in
the 20 Newsgroups corpus (Lang, 1995; 20News).

On the modeling side, we follow Tamkin et al.
(2020) and train a linear probe (Alain and Bengio,
2017) on top of the frozen LM encoder to clas-
sify each manually/automatically filtered contex-
tual embedding in an input sequence. This corre-
sponds to probing and evaluating for the amount of
task-relevant information in each sub-word across
a sequence (e.g., underlying topic contextualiza-
tion). The bands for the five manual filters follow
the original definitions (see Section 2), and we
compare them to unfiltered (ORIG) as well as au-
tomatically filtered (AUTO) embeddings from our
spectral probe (details in Appendix B).

Results Figure 2 shows the accuracy (ACC) of
the six prior filtering strategies in addition to the
learned frequency weightings of the spectral probe.
The unfiltered and manually filtered embeddings
corroborate previous findings (Tamkin et al., 2020),
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Figure 2: Monolingual Results on PTB and 20News.
ACC of unfiltered (ORIG), low (L), mid-low (ML), mid
(M), mid-high (MH), high (H), and the spectral probe’s
automatic filters (AUTO) with frequency weightings.

with high frequencies performing best on POS, and
the lowest frequencies performing best on TOPIC.

The spectral probe achieves 95.9% ACC for POS,
outperforming ORIG by a 0.1% margin and the best
manual filter by 5.2%. The spectral profile in Fig-
ure 2a (right) sheds light on why this may be the
case: While it also prioritizes high (sub-)word-level
frequencies, the learned filter additionally includes
surprising amounts of mid-high and lower frequen-
cies, emphasizing the need for both local and global
context to achieve high performance.

For TOPIC, the spectral probe achieves 72.1%
ACC, outperforming both ORIG (41.3%) and the
fixed low-band filter (71.2%). The learned filter
(see Figure 2b, right) mirrors the fixed-band results:
Only the lowest bands are active, while all higher
ones are not. As mid-low frequencies still appear to
contain weaker amounts of topic information, the
soft inclusion of this region by the spectral probe
could account for its performance boost. Overall,
spectral probing confirms and refines frequency
ranges from prior work while surfacing more detail
and requiring no manual probe engineering, with
only a single probing run instead of five.

3.2 Multilingual

Leveraging spectral probing, we extend timescale
analyses beyond English and investigate spectral
profiles across more diverse tasks and languages.

Setup Each experiment covers German (DE), En-
glish (EN), Spanish (ES), French (FR), Japanese

TASK ORIG AUTO

POS 92.4±1.9 92.5±1.8

DEP 78.6±4.3 79.3±4.3

NER 88.0±2.7 88.1±2.6

QA 62.9±1.6 67.1±1.2

SENTI 57.4±0.9 64.3±1.1

TOPIC 27.1±8.1 37.2±8.2

NLI 44.1±4.1 56.3±5.6

Table 1: Multilingual Results (ACC) of unfiltered
(ORIG) and automatically filtered (AUTO) embeddings.
Means ± standard deviations over languages and ran-
dom initializations (details in Appendix C).
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Figure 3: Spectral Profiles of all tasks (weight per fre-
quency), with lower and upper bounds across languages.

(JA) and Chinese (ZH). The tasks are POS-tagging
and dependency relation classification (DEP) from
Universal Dependencies (Zeman et al., 2021);
named entity recognition (NER) from WikiANN
(Pan et al., 2017); question answering (QA) from
MKQA (Longpre et al., 2021); sentiment analysis
(SENTI) and TOPIC classification from Multilin-
gual Amazon Reviews (Keung et al., 2020); natural
language inference (NLI) from XNLI (Conneau
et al., 2018) and JSNLI (Yoshikoshi et al., 2020)
for JA (details and examples in Appendix A).

For each language-task combination we train a
linear probe on the unfiltered embeddings of multi-
lingual BERT (Devlin et al., 2019; mBERT) and on
the automatically filtered representations from our
spectral probe. The remaining settings are identical
to the monolingual setup (details in Appendix B).
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Figure 4: Filter Overlap across Tasks/Languages as
measured in percentage-normalized L1 distance.

Results Table 1 shows equivalent or higher ACC

for the spectral filter compared to the unfiltered em-
beddings for all tasks and languages. This increase
is less pronounced for token-level tasks, but much
larger for tasks where sequence-level information
is critical. Figure 3 visualizes how POS, DEP and
NER retain large parts of the original spectrum,
while QA, SENTI, TOPIC and NLI appear to bene-
fit from filtering out higher frequencies. This shows
how tasks exhibit structures at different timescales
and that spectral probing is able to identify these
communicative levels consistently not only in En-
glish, but also across languages—an effect which
we analyze more extensively next.

4 Spectral Profiling Analysis

Each task’s distinct spectral profile (Figure 3) al-
lows us to analyze their relation to the timescale hi-
erarchy of linguistic structures, and quantify cross-
task similarities within and across languages. For
this we use the percentage-normalized L1 distance
(i.e., 0%–100% overlap) between filters (Figure 4).

Cross-task Overlap Overall, we observe a di-
chotomy between broad-frequency, token-level
tasks and low-frequency, sequence-level tasks (Fig-
ures 3 and 4a). In addition, there appears to be a
hierarchy which depends on the timescales of the
linguistic structures involved. Notably, compared
to prior fixed-band filters, none of the learned filters
fully excludes low frequencies. For instance, high-
frequency information is most important to retrieve
POS, but reaching the performance of the original
embeddings also requires some lower-frequency
information—most likely to disambiguate difficult
cases based on sentence-level context.

DEP appears to benefit the least from both lower
and higher-frequency information. Instead, the
strong weight on mid-high frequencies matches the

fact that dependency relations span multiple words
and benefit from information at the phrase-level.
NER sees a further decrease in high-frequency in-
formation, coupled with an uptick in lower frequen-
cies. We hypothesize that phrase and sentence-
level information become more important for dis-
ambiguating certain entity types (e.g., ORG and
LOC). Across the token-level tasks this shift from
higher to lower frequencies is also reflected in filter
overlap which decreases from syntactic to semantic
token-level tasks, while their overlap with sentence-
level tasks increases (Figure 4a).

The sequence-level tasks share low-frequency
spectral profiles which overlap more with each
other than do the token-level tasks. In fact, SENTI

and TOPIC overlap almost perfectly (although the
latter involves less mid-range frequencies). This
similarity is unlikely to be the result of the shared
underlying dataset as both tasks also overlap with
the unrelated XNLI and JSNLI datasets. At the
same time, the POS and DEP tasks, which also
share datasets, have a lower overlap despite being
based on the exact same inputs. Overall, SENTI,
TOPIC and NLI all appear to rely on information
which is consistent across a sequence—explaining
why simple methods such as mean-pooled sentence
embeddings can be effective in these scenarios.

QA provides an intermediate case: While it is
reliant on low frequencies it also includes more
mid-low and a small amount of higher frequency
information. This is reflected in Figure 4a, where
it shares more overlap with the token-level tasks
than all other sequence-level tasks. Since prob-
ing for the correctness of a question-answer pair
is dependent on finer-grained information than the
general sentiment, topic or semantic coherence of
a sequence, this inclusion of higher frequency in-
formation matches linguistic intuitions.

Cross-lingual Consistency Finally, we inves-
tigate the similarity of learned spectral profiles
across languages. While Figure 3 shows that there
is some variance between the filters of different
languages within a task, Figure 4b shows that ac-
tual quantitative overlap between languages is high,
ranging from 94%–98%. This holds even across
distinctive pairs such as JA-EN which differ sub-
stantially in factors such as sub-word length and
distance between syntactic dependents. This strong
consistency highlights the potential for spectral pro-
files to provide language-agnostic features for task
characterization and comparison.
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5 Conclusion

Linguistic information at different timescales is an,
as of yet, underexplored dimension in contextual-
ized embeddings. We propose a fully differentiable
spectral probe which automatically learns to weigh
frequencies that are relevant to a specific task and
improves over prior fixed-band filters by capturing
continuous mixtures over frequencies (Section 2).
This enables us to not only outperform the manual
filters while using one probe instead of five, but to
also identify that high-frequency tasks still benefit
from low-frequency information (Section 3.1).

Extending spectral probing to seven tasks in six
languages, we trained task-specific filters which
outperformed the original, unfiltered embeddings.
The resulting spectral profiles furthermore shed
light onto how linguistic information at differ-
ent timescales relates to different task types (Sec-
tion 3.2). They not only match the linguistic intu-
itions underlying each task, but also enable quan-
titative comparisons between them. The analysis
of the filters’ overlap surfaced a clear dichotomy
between token and sequence-level tasks, but also
highlighted intersecting frequency ranges which
contain information relevant across task types. Fi-
nally, the language-agnostic nature of these spectral
profiles highlights future avenues towards more ro-
bust task descriptors (Section 4).

Limitations

Our experiments cover a diverse, but non-
exhaustive set of NLP tasks and languages. While
more extensive than prior related work (Tenney
et al., 2019; Tamkin et al., 2020), we elaborate
in the following regarding the motivation of the
final setup: As the aim of our study was to inves-
tigate the cross-lingual properties of the underex-
plored timescale dimension of contextualized rep-
resentations, the set of languages and tasks used in
our experiments emphasizes consistency across lan-
guages. This limits us to high-resource languages
for which datasets covering every task are available.
However, with cross-lingual stability confirmed in
our experiments, the study of lower-resourced lan-
guages is a clear avenue for future research.

Despite using a set of well-established datasets,
it is important to keep data quality in mind when in-
terpreting the results—even for these high-resource
languages. In our initial exploratory data analyses,
we identified and confirmed limitations known to
the original dataset authors in that many include

silver, or weakly filtered annotations driven by au-
tomatic matching and translation (e.g., WikiANN,
XNLI, JSNLI). As we are less interested in bench-
marking performance and rather focus on the feasi-
bility and analysis of our spectral profiles, individ-
ual data instances of lesser quality should however
be of limited concern. Appendix A details how
each dataset was constructed originally, and also
how it was pre-processed by us, such that results
can be interpreted in the appropriate context.

In terms of modeling, we hope that future work
will investigate spectral probes and their resulting
task profiles across more encoder models with dif-
ferent architectures and pre-training strategies. Fi-
nally, while we have demonstrated spectral profiles
to be suitable for characterizing different tasks con-
sistently across languages, future research could
supplement them with other descriptors such as
embedding layer depth in order to identify even
more distinctive profiles.

Ethics Statement

Given the theoretical nature and wide applicabil-
ity of this work—both in terms of data domains
and model architectures—it is difficult to antici-
pate broader impacts and future ethical implica-
tions. In general, benefits and harms in the field
of probing originate from the information being
investigated: While we are interested in linguis-
tic timescale characteristics, probe-like methods
have also been applied to protected attributes of
data subjects in order to, for example, de-bias LMs
(Ravfogel et al., 2020). Since this process involves
personal information, any experiments extracting
such characteristics should be sufficiently vetted
for ethical acceptability. With spectral profiles be-
ing a relatively broad descriptor however, we do
not expect them to identify frequencies exclusive to
personal information or to replace existing, domain-
specific probing methods.
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Kaşıkara, Andre Kaasen, Nadezhda Kabaeva, Syl-
vain Kahane, Hiroshi Kanayama, Jenna Kanerva,
Neslihan Kara, Boris Katz, Tolga Kayadelen, Jes-
sica Kenney, Václava Kettnerová, Jesse Kirchner,
Elena Klementieva, Elena Klyachko, Arne Köhn,
Abdullatif Köksal, Kamil Kopacewicz, Timo Korki-
akangas, Mehmet Köse, Natalia Kotsyba, Jolanta
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Appendix

A Data Setup

In the following, we provide details about the ver-
sions, splits and pre-processing of each dataset. Ad-
ditionally, we present example instances together
with their token/sequence-level annotations in Ta-
ble 2 (in English, where available). In our exper-
iments, each model is tuned on the training split
and only evaluated on the validation split as we are
not interested in obtaining state-of-the-art results,
but rather aim to analyze overall performance pat-
terns across tasks. We use the original splits where
provided and generate our own otherwise.

Penn Treebank (Marcus et al., 1993) We use
Penn Treebank version 2 (PTB) as published in
OntoNotes 4.0. Sections 02-21 were used for train-
ing, section 22 for validation, and section 23 for
test, totaling 30,060, 1,336 and 1,640 instances
respectively. The label space covers 48 part-of-
speech tags. Note that Tamkin et al. (2020) use
PTB version 3 in their experiments which we were
unable to obtain due to licensing constraints. As
such the exact data and splits may differ.

Universal Dependencies (Zeman et al., 2021)
From Universal Dependencies version 2.9 (UD),
we select the following treebanks: German-
GSD (Brants et al., 2004), English-EWT (Silveira
et al., 2014), Spanish-GSD (McDonald et al., 2013),
French-GSD (Guillaume et al., 2019), Japanese-
GSD (Asahara et al., 2018), Chinese-GSD (Shen
et al., 2016) with standard splits, totaling 66,040
training and 6,683 validation instances. The la-
bel set comprises the 17 UPOS classes and the 36
dependency relations which can occur between a
word and its head.

WikiANN (Pan et al., 2017) This dataset con-
tains silver NER data for 282 languages which was
extracted from Wikipedia using URL references as
a proxy for named entities. It contains the entity
types location (LOC), person (PER) and organiza-
tion (ORG) which are annotated in BIO-format. Our
experiments use the existing data splits with 20,000
training and 10,000 validation instances.

MKQA (Longpre et al., 2021) Multilingual
Knowledge Questions and Answer (MKQA) is
an open-domain question answering dataset which
covers 10,000 questions and their corresponding an-
swers in an aligned corpus spanning 26 languages.

After removing unanswerable questions, we use
each correct QA pair to generate an additional in-
correct pair for the same question, yielding a total
set of 13,516 instances used in our experiments. To
generate an incorrect answer, we sample an alter-
native answer of the same type (e.g., time, num-
ber) which does not equal the correct answer. Fi-
nally, we randomly split the data 80/20 into training
and validation portions for which the instances are
aligned across languages (i.e., the same questions
and answers). The final task is a binary classifica-
tion task for whether a QA pair is true or false, with
a random baseline of 50%.

Multilingual Amazon Reviews (Keung et al.,
2020) MAR are used for both sentiment analysis
and topic classification. For SENTI, we convert the
1–5 star rating into {1, 2} → negative, {3} →
neutral and {4, 5} → positive. For TOPIC,
we consider the 30 product categories as topics. All
original splits are kept, resulting in 200,000 train-
ing and 5,000 validation instances per language.

20 Newsgroups (Lang, 1995) This dataset con-
tains English emails from 20 newsgroups and their
corresponding topics. We use the bydate-version
which is sorted by date and removes duplicate en-
tries and email headers (which give away the topic).
Of the official training and testing data, we sub-
divide the former 11,314 instances into an 80/20
train/validation split. Note that there may differ-
ences to the version used in Tamkin et al. (2020)
due to alternative splitting strategies.

XNLI (Conneau et al., 2018) The Cross-lingual
Natural Language Inference (XNLI) dataset covers
15 languages translated from and including English
(as it lacks Japanese data, we supplement it with
JSNLI). The task is to identify the relation between
a premise and a hypothesis as: contradiction,
entailment or neutral. Our setups use the
original training and validation splits with 392,702
and 2,490 input pairs respectively.

JSNLI (Yoshikoshi et al., 2020) This dataset
contains premise-hypothesis pairs from the Stan-
ford Natural Language Inference corpus (Bow-
man et al., 2015) which were translated automat-
ically into Japanese and filtered for correctness.
It contains 533,005 training and 3,916 validation
instances with the same three classes as XNLI.
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TOKEN-LEVEL TASKS

PTB
In Tokyo , trading is halted during lunchtime .
IN NNP , NN VBZ VBN IN NN .

UD
Can rabbits and chickens live together ?
AUX NOUN CCONJ NOUN VERB ADV PUNCT
aux nsubj cc conj root advmod punct

WikiANN
The Zeros formed in Chula Vista in 1976 .
B-ORG I-ORG O O B-LOC I-LOC O O O

SEQUENCE-LEVEL TASKS

MKQA
when did love become a part of marriage? | 18th century 1 (true)
when did love become a part of marriage? | 2016 0 (false)

AMR All socks had large holes after a few months.
apparel
negative

20News
[...] Does anyone know how to size cold gas roll control

sci.space
thruster tanks for sounding rockets? [...]

XNLI I’ve got more than a job. | I don’t have a job or any hobby. contradiction

JSNLI
地下鉄を待っている間に本を読む男。| 男は地下にいる。

entailmentThe man reads a book while waiting for the subway.
The man is underground.

Table 2: Example Dataset Instances annotated with respective token/sequence-level labels.

B Experiment Setup

Models In the monolingual English experi-
ments, we use bert-base-cased (Devlin
et al., 2019; BERT) following Tamkin et al.
(2020). For the multilingual experiments we use
bert-base-multilingual-cased (Devlin
et al., 2019; mBERT). For both LMs, we use respec-
tive checkpoints from the Transformer library’s
model hub (Wolf et al., 2020).

Manual, fixed-band filters as well as the auto-
matically learned filters are applied to the contex-
tualized embeddings produced by the last layer
of either model. As visualized in Figure 1, we
decompose the sequence of values from each em-
bedding dimension (768 in both LMs) using the
DCT (Ahmed et al., 1974; DCT-II), weight the ap-
propriate k by a fixed amount or by the learned
weight in γ, before applying the IDCT to recon-
struct a sequence of real values. These make up
each dimension of the filtered embeddings.

Following Tamkin et al. (2020), the origi-
nal/filtered embeddings are passed to a linear probe
(Alain and Bengio, 2017) consisting of two param-
eters: a transformation W ∈ RE×C and a bias
b ∈ RC , where E is the embedding dimension and
C is the number of classes specific to each task.

Training As we run probing experiments, nei-
ther the 108M-parameter BERT, nor the 178M-
parameter mBERT are fine-tuned. We only train
the linear probe which has 1,538–36,912 parame-
ters depending on the task, plus the 512 parameters
of the learned spectral filter γ. As in Tamkin et al.
(2020), we use the Adam optimizer (Kingma and
Ba, 2014) with a learning rate of 10−3 which de-
cays by 0.5 every time the loss plateaus. Updates
are applied in batches of size 32 across a maximum
of 30 epochs, with an early stopping patience of
1. Each setup is run with the five random seeds:
1932, 2771, 7308, 8119, 9095. On our hardware
consisting of an NVIDIA A100 GPU with 40GBs
of VRAM and an AMD Epyc 7662 CPU, training
a probe takes approximately 10 minutes.

Evaluation In order to probe a sequence of con-
textualized embeddings for information at different
timescales, it is necessary to apply each filter at
the sub-word level. To measure the effect of dif-
ferent frequencies, we follow Tamkin et al. (2020)
and evaluate all tasks using accuracy (ACC) on
the sub-word level. Note that for token-level tasks
each token label is therefore repeated across all of
its sub-words, while for sequence-level tasks, each
sub-word is classified with the label of its sequence.
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Implementation All models are implemented
using PyTorch v1.10 (Paszke et al., 2019) and
NumPy v1.22 (Harris et al., 2020). Additionally,
we use a modified version of the torch-dct
package (Hu, 2018) to perform the DCT and
IDCT. Visualizations are generated using mat-
plotlib v3.5 (Hunter, 2007). Further, the code
for reproducing our experiments is available at
https://github.com/mainlp/spectral-probing.

C Detailed Results

The following supplements the results presented
in Section 3 with more detailed scores. Table 3
lists the exact scores for the monolingual English
experiments on POS and TOPIC using the ORIG

embeddings, the fixed-band filters and the learned
AUTO filter. Table 4 lists the detailed scores for the
ORIG and AUTO-filtered embeddings per language,
in addition to the cross-lingual mean and standard
deviation, across our seven tasks.

While the scores across random initializations
never exceed a standard deviation of 1.0, it is impor-
tant to note that scores may have higher variance
across languages. This is to be expected due to dif-
ferent data across languages as well as pre-training
availability. However we note that overall perfor-
mance patterns (i.e., higher AUTO and relative task
performance) are consistent across languages.
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TASK ORIG LOW MID-LOW MID MID-HIGH HIGH AUTO

POS 95.8±0.1 21.9±0.0 21.8±0.1 26.2±0.1 48.6±0.1 90.6±0.0 95.9±0.0

TOPIC 41.3±0.2 71.2±0.4 18.4±0.3 5.6±0.3 5.6±0.3 5.6±0.4 72.1±0.3

Table 3: Detailed Monolingual Results (ACC) for unfiltered (ORIG), low (L), mid-low (ML), mid (M), mid-high
(MH), high (H), and automatically learned filters (AUTO), on the tasks of POS-tagging and TOPIC classification.
Reported are the mean over five random initializations ± standard deviations. The same results plus the spectral
profiles (frequency weightings) learned by AUTO are plotted in Figure 2.

TASK EMB DE EN ES FR JA ZH AVG

POS
ORIG 92.0±0.0 91.6±0.1 93.8±0.0 95.1±0.1 92.5±0.0 89.5±0.1 92.4±1.9

AUTO 92.1±0.1 91.6±0.0 93.9±0.0 95.1±0.0 92.7±0.1 89.8±0.1 92.5±1.8

DEP
ORIG 79.0±0.1 78.4±0.1 81.2±0.1 83.0±0.1 79.6±0.1 70.6±0.2 78.6±4.3

AUTO 79.5±0.2 78.4±0.1 81.8±0.1 83.8±0.1 80.8±0.1 71.3±0.2 79.3±4.3

NER
ORIG 90.3±0.0 85.3±0.1 90.4±0.0 88.1±0.1 84.1±0.1 89.5±0.0 88.0±2.7

AUTO 90.4±0.0 85.5±0.1 90.5±0.0 88.3±0.0 84.4±0.1 89.7±0.0 88.1±2.6

QA
ORIG 63.2±0.2 64.5±0.1 64.1±0.2 63.9±0.3 61.0±0.8 60.7±0.8 62.9±1.6

AUTO 66.8±0.1 68.1±0.5 67.9±0.2 68.1±0.2 65.1±0.1 66.1±0.4 67.1±1.2

SENTI
ORIG 56.0±0.2 57.1±0.2 58.7±0.2 57.1±0.2 57.2±0.2 58.0±0.2 57.4±0.9

AUTO 64.0±0.2 63.5±0.5 65.4±0.2 64.7±0.5 65.4±0.5 62.7±0.3 64.3±1.1

TOPIC
ORIG 22.7±0.1 26.8±0.4 22.9±0.3 24.0±0.3 22.9±0.5 43.3±0.4 27.1±8.1

AUTO 34.3±0.7 39.8±0.4 30.2±0.2 30.7±0.4 35.8±0.5 52.3±0.5 37.2±8.2

NLI
ORIG 41.5±0.2 43.6±0.3 43.2±0.2 42.7±0.2 52.3±0.3 41.7±0.2 44.1±4.1

AUTO 51.3±0.8 56.4±0.7 54.3±0.7 54.5±0.5 67.2±0.4 53.8±1.0 56.3±5.6

Table 4: Detailed Multilingual Results (ACC) for unfiltered (ORIG) and automatically learned filters (AUTO) on
the tasks of POS-tagging, dependency relation classification (DEP), named entity recognition (NER), question
answering (QA), sentiment analysis (SENTI), TOPIC classification, and natural language inference (NLI). Each task
covers the languages German (DE), English (EN), Spanish (ES), French (FR), Japanese (JA) and Chinese (ZH).
Reported are the mean over five random initializations ± standard deviations as well as the mean over languages
(AVG) ± the standard deviation across languages. The latter results are reported in Table 1, in addition to the
spectral profiles (frequency weightings) learned by AUTO in Figure 3.
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