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Abstract

Bilingual lexicon induction induces the word
translations by aligning independently trained
word embeddings in two languages. Existing
approaches generally focus on minimizing the
distances between words in the aligned pairs,
while suffering from low discriminative capa-
bility to distinguish the relative orders between
positive and negative candidates. In addition,
the mapping function is globally shared by all
words, whose performance might be hindered
by the deviations in the distributions of dif-
ferent languages. In this work, we propose a
novel ranking-oriented induction model RAPO
to learn personalized mapping function for each
word. RAPO is capable of enjoying the merits
from the unique characteristics of a single word
and the cross-language isomorphism simultane-
ously. Extensive experimental results on public
datasets including both rich-resource and low-
resource languages demonstrate the superiority
of our proposal. Our code is publicly available
in https://github.com/Jlfj345wf/RAPO.

1 Introduction

Bilingual lexicon induction (BLI) aims at inducing
the word translations across two languages based
on the monolingual corpora, which is capable of
transferring valuable semantic knowledge between
different languages, spawning a myriad of NLP
tasks such as machine translation (Lample et al.,
2018; Artetxe et al., 2018c), semantic parsing (Xiao
and Guo, 2014), and document classification (Kle-
mentiev et al., 2012). The nucleus of BLI is learn-
ing a desirable mapping function to align two sets
of independently trained monolingual word embed-
dings (Mikolov et al., 2013; Ruder et al., 2019;
Glavaš et al., 2019). Mikolov et al. (2013) empiri-
cally observe that the linear projections are superior
to their non-linear counterparts due to the isomor-
phism across different embedding spaces. Sub-
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sequent improvements are successively proposed
to advance BLI task by imposing orthogonal con-
straints (Xing et al., 2015; Conneau et al., 2018),
normalizing the embeddings (Artetxe et al., 2016,
2018a; Zhang et al., 2019), reducing the noises
(Artetxe et al., 2018b; Yehezkel Lubin et al., 2019),
relaxing the hypothesis of isomorphism (Søgaard
et al., 2018; Patra et al., 2019), and iteratively re-
fining the seed dictionary (Zhao et al., 2020).

Existing methods (Artetxe et al., 2016, 2018a;
Jawanpuria et al., 2020) usually aim at minimizing
the distance between the word from the source lan-
guage and its aligned word in the target language
(e.g., crow and cuervo in Figure 1). However, BLI
is essentially a ranking-oriented task because for
each source word, we expect to select its top k high-
confidence target candidates. Namely, a desirable
BLI model should also be capable of distinguishing
the relative orders between the positive and nega-
tive candidates (e.g., crow and curevo should be
distributed closer than crow and pájaro). The objec-
tive functions used by previous works solely focus
on the distances between positive pairs and cannot
explicitly provide such important ranking signals,
leading to the low discriminative capability.

In addition, conventional BLI models (Mikolov
et al., 2013; Xing et al., 2015; Zhao et al., 2020)
induce the bilingual space via a shared mapping
function, in which different words in the same lan-
guage tend to be rotated in the same directions.
However, several studies (Søgaard et al., 2018; Pa-
tra et al., 2019) have demonstrated that the iso-
morphic assumption may not strictly hold true in
general, and thus a global-shared mapping is not
the optimal solution. As shown in Figure 1, even
for two close languages like English and Spanish,
due to deviations in the distributions of different
training corpora and insufficient training of low-
frequency word embeddings, the optimal mapping
directions are slightly shifted for different words.
Therefore, the BLI performance could be further
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Figure 1: Representation spaces of several aligned
words in English (left) and Spanish (right).

improved if we could learn unique or personalized
mapping functions for different words. Glavaš and
Vulić (2020) first propose to achieve the personal-
ized mappings. However, Glavaš and Vulić (2020)
is a non-parametric model, in which the personal-
ized mappings are unlearnable and built upon the
heuristic assumptions, which might be unreliable
and suffer from low generality.

To address the mentioned limitations under a uni-
fied framework, we propose a novel Ranking-based
model with Adaptive Personalized Offsets, dubbed
RAPO. Different from previous works solely rely-
ing on the aligned pairs, RAPO is formulated as a
ranking paradigm with powerful discriminative ca-
pability by incorporating abundant unaligned nega-
tive samples. An effective dynamic negative sam-
pling strategy is further proposed to optimize the
ranking objectives. Moreover, we integrate a novel
personalized adapter into RAPO to learn unique
mapping directions for different words. A straight-
forward strategy is to directly learn an independent
mapping matrix for each word, which is resource-
consuming and ignores the global isomorphism
information. Differently, our personalized adapter
learns the unique offset for each word to calibrate
the vanilla embedding, and then a shared mapping
function is employed to induct lexicons. By organ-
ically integrating personalized offsets with shared
mapping functions, RAPO enjoys the merits from
the unique traits of each word and the global consis-
tency across languages. We further propose a novel
Householder projection as the mapping function on
the basis of Householder matrices (Householder,
1958), which strictly ensures the orthogonality dur-
ing the model optimization. We conduct extensive
experiments over multiple language pairs in the
public MUSE benchmarks (Conneau et al., 2018),
including rich- and low-resource languages. Ex-
perimental results demonstrate that our proposal
consistently achieves desirable performance in both
supervised and semi-supervised learning settings.

Our contributions are summarized as follows:

• To the best of our knowledge, we are the first
to propose a ranking-based bilingual lexicon
induction model RAPO with powerful dis-
criminative capacity.

• We propose a novel personalized adapter to
achieve unique mapping direction for each
word by adaptively learning the personalized
embedding offsets.

• We conduct extensive experiments over pop-
ular benchmarks and the results demonstrate
the superiority of our proposal.

2 Preliminary

Let X ∈ Rd×nx and Y ∈ Rd×ny be monolin-
gual embedding matrices consisting of nx and
ny words for the source and target languages re-
spectively, and d stands for the embedding size.
D = {(x1,y1), ..., (xl,yl)} denotes the available
aligned seeds, which can be also formulated as two
matrices XD and YD ∈ Rd×l. BLI aims to map
the source and target words from their original em-
bedding spaces into a shared latent space, in which
the mapped source word ϕs(xi) should be close
to its matched target word ϕt(yi). ϕs and ϕt de-
note the mapping functions for source language
and target language, respectively. For the sake of
clarification, notations used in this paper are listed
in Appendix A.

A widely adopted solution is to set the source
mapping function ϕs as a linear transformation ma-
trix W ∈ Rd×d and the target mapping function
ϕt to an identity matrix I ∈ Rd×d. The objective
function is defined as follows:

W∗ = argmin
W

∥WXD − IYD∥F . (1)

In the inference phase, the distances between the
mapped source words and the target ones are uti-
lized as the metrics to select the top-k nearest neigh-
bors as the translations.

As discussed in the section of introduction, this
popular induction paradigm suffers from two lim-
itations. First, Formula (1) only focuses on min-
imizing the distance between the aligned words
(e.g., xi and yi). However, BLI task is essentially
a ranking problem, which means that the learned
mapping function should also be able to distinguish
the aligned pair {xi, yi} and the defective one {xi,
yj}. Second, the globally shared mapping matrix

8871



(a) Original embedding

space
(b) Personalized adapter (c) Householder projection

(d) Ranking-oriented 

objectives

Figure 2: Overview of the proposed RAPO model. First, the personalized adapter calibrates vanilla embeddings
based on the learned personalized offsets. Then, two adjusted embedding spaces are mapped into a shared latent
space via the orthogonal Householder projections. Finally, we design the hybrid ranking-oriented objective functions
to optimize the model parameters.

W might be inappropriate since the optimal map-
ping directions of different words tend to be vari-
ous. Our proposed RAPO is capable of addressing
the mentioned challenges under a unified learning
framework. We will introduce the details of RAPO
in the next section.

3 Methodology

As shown in Figure 2, RAPO consists of three
major components. Given the monolingual embed-
dings and training seeds, the personalized adapter
first generates the adaptive offset for each word
by exploiting the contextual semantic information.
The vanilla embedding spaces are properly cali-
brated to fit the induction task. After that, we map
the adapted word embeddings to a shared latent
space via the novel Householder projections, which
is capable of ensuring the strict orthogonality and
better preserving the isomorphism. Finally, RAPO
designs the ranking objectives to distinguish the
aligned pairs from the unmatched ones. RAPO
can be easily adapted to the supervised and semi-
supervised settings, demonstrating its flexibility.

3.1 Personalized adapter

Due to the deviations in the distribution of differ-
ent corpora and the unbalanced training of word
embeddings, recent works demonstrated that the
vanilla word embedding space may not be fully
trustworthy and proper adjustments contribute to
improving induction performance. Previous work
(Glavaš and Vulić, 2020) proposes to modify the
mapped embedding based on its nearest neighbors

in the training dictionary, which is a non-parametric
model and might be unreliable. Here we design
a novel learnable personalized adaptor, which can
be trained through the gradient descent and learn
task-relevant personalized offsets.

Given a source word embedding x, adapter first
obtains its contextual semantic vector x̄ by averag-
ing the embeddings of its neighbor wordsMs(x)
in the source space. Our motivation lies in that a
single word can only provide limited information,
while a set clustering similar words can assemble
the mutual word relationships and provide richer
and more accurate information. The contextual
semantic vector x̄ is formally defined as:

x̄ =
1

ms

∑

xj∈Ms(x)

xj

Ms(x) = {xj | ⟨xj ,x⟩ > τs}
(2)

where ms is the size of Ms(x) and ⟨,⟩ denotes
the dot product. τs is a hyper-parameter denoting
the similarity threshold. Compared to the original
word embedding x, the contextual vector x̄ is more
informative by incorporating richer semantics.

After that, personalized adapter learns the unique
offset for each word based on the contextual seman-
tic vector, which can be effectively optimized by
the training objectives. Previous work (Ren et al.,
2020) has observed that semantic similar words
enjoy stronger isomorphism structures across dif-
ferent embedding spaces. Thus, our motivation
lies in that words with similar contextual semantics
also tend to have similar personalized offsets.
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Specifically, the adapter is implemented as a
feed-forward network with a single layer:

As(x) = σ(Wsx̄) (3)

where σ denotes the activation function and it could
be linear or non-linear. Ws ∈ Rd×d stands for the
learnable parameters. The generated offset vector
indicates the personalized offset direction, and is
further combined with the vanilla embedding x:

x̃ = x+As(x) = x+ σ(Wsx̄). (4)

x̃ denotes the calibrated word embedding, and will
be normalized to the unit length to ensure the con-
sistent value range.

Similarly, for the target word embedding y, the
calibrated embedding ỹ can be calculated as:

ỹ = y +At(y) = y + σ(Wtȳ) (5)

where At(y) is the personalized adapter for target
language with learnable parameters Wt ∈ Rd×d

and the contextual semantic vector ȳ is obtained in
the similar manner.

In a nutshell, the proposed adapter has the fol-
lowing obvious advantages. 1) Personalization:
the offset is learned based on the contextual se-
mantic features, which are different for various
words. 2) Flexibility: σ could be either linear or
non-linear function to handle different types of lan-
guage pairs such as close languages (e.g., English-
Spanish) or distant ones (e.g., English-Chinese).
3) Task-relevant: vanilla word embeddings are
unsupervised learned and might be incompatible
with the BLI task. The proposed adapter is capa-
ble of properly adjusting the original embeddings
according to the downstream induction tasks.

3.2 Householder projection
Based on the calibrated embeddings, we further
need to design desirable mapping functions to map
them into a shared latent space. Previous works
(Xing et al., 2015; Conneau et al., 2018; Patra
et al., 2019) have demonstrated that the orthog-
onality of the mapping function is crucial to the
model performance. A general approach is to add
an extra constraint in the objective function to force
the mapping matrix to be orthogonal (i.e., minW
||WW⊤ − I||2). Nevertheless, such constraints
can only achieve an approximate orthogonal matrix
instead of the strict one, which may hinder the capa-
bility of BLI models in capturing the unsupervised

isomorphism information. Here we propose to con-
struct a strict orthogonal mapping function based
on the Householder matrices (Householder, 1958;
Li et al., 2022), dubbed Householder projection.

Householder matrix represents the reflection
about a hyperplane containing the origin. Given a
unit vector v ∈ Rd, the d× d Householder matrix
H, taking v as parameter, is defined as H(v):

H(v) = I− 2vv⊤ (6)

where ||v||2 = 1 and I is the d× d identity matrix.
Given an input vector z, the Householder matrix
transforms z to ẑ by a reflection about the hyper-
plane orthogonal to the normal vector v:

ẑ = H(v)z = z− 2 ⟨z,v⟩v. (7)

Based on the Householder matrix, we can design
a novel Householder projection as the mapping
function to ensure strict orthogonal transformations.
Householder projection is composed of a set of
consecutive Householder matrices. Specifically,
given a series of unit vectors V = {vi}ni=1 where
vi ∈ Rd and n is a positive integer, we define the
Householder Projection (HP) as follows:

HP(V) =
n∏

i=1

H(vi). (8)

We can theoretically prove the following theorem:

Theorem 1. The image of HP is the set of all n×n
orthogonal matrices, i.e., Image(HP) = O(n),
O(n) is the n-dimensional orthogonal group. (See
proof in Appendix B)

Next we will introduce how to employ the House-
holder projections in the RAPO model. Each lan-
guage is associated with its unique Householder
projection to map words into the shared latent
space. Take the source language as an example.
Given the calibrated source word embedding x̃, we
employ the source Householder projection with
Vs = {v1, ..,vn} as the mapping function:

x̂ = HP(Vs)x̃ =
n∏

i=1

H(vi)x̃ (9)

where n is set to d to fully cover the set of all
d× d orthogonal matrices. Similarly, we employ n
unit vectors Ut = {u1, ..,un} to parameterize the
Householder projection for the target language.

Based on Theorem 1, the Householder projec-
tion is capable of maintaining strict orthogonality
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during model optimization such as stochastic gra-
dient descent (SGD), which is theoretically appeal-
ing compared to its counterparts. In addition, the
efficiency of Householder projection is also guaran-
teed. The number of learnable parameters in House-
holder projection (i.e., the set Vs) is d× d, which
is identical to the conventional mapping matrix W
in Formula (1). Moreover, the matrix-vector multi-
plications in Formula (9) can be replaced by vector
multiplications following Formula (7), which re-
duce the time complexity from O(nd2) to O(nd).

3.3 Ranking-oriented objective function
BLI is a ranking-oriented task as we expect to select
the top k target words with high confidence for each
source word. However, the training objective func-
tions (e.g., Formula (1)) of previous works (Artetxe
et al., 2016, 2018a; Jawanpuria et al., 2020) essen-
tially minimize the distances between the aligned
words, which cannot provide sufficient discrimina-
tive capacity to rank the candidates. Differently,
we propose to optimize the RAPO model by a rank-
ing loss, which empowers our proposal the ability
of learning the relative orders between the aligned
words and unmatched ones.

Specifically, we adopt a popular pair-wise rank-
ing loss, Bayesian personalized ranking (BPR)
(Rendle et al., 2009; Zhang et al., 2022), as the the
major training objective function. Given an aligned
positive pair (x,y), the ranking loss is defined as
follows:

Lr(x,y) =

− 1

K

∑

ŷ−∈N−
log δ(g(x̂, ŷ)− g(x̂, ŷ−)) (10)

in which δ is the sigmoid function, and g(,) mea-
sures the similarity between two word embeddings.
In order to counteract the challenge of hubness
problem, we adopt the cross-domain similarity lo-
cal scaling (CSLS) (Joulin et al., 2018) as the simi-
larity metric, which penalizes the similarity values
in dense areas of the embedding distribution.

Set N− contains K negative samples, which
provides crucial ranking signals for RAPO. Most
of the negative sampling strategies can be divided
into hard negative sampling and random negative
sampling. Following the theoretical analysis of
these two strategies (Zhan et al., 2021), we propose
to utilize dynamic hard negatives to optimize the
top-ranking performance and random negatives to
stabilize the training procedure.

Hard negative sampling emphasizes the top-
ranking performance and disregards the lower-
ranked pairs that hardly affect the lexicon induc-
tions. We employ the dynamic hard negative sam-
pling strategy as the traditional static sampling
methods have potential risks in decreasing rank-
ing performance (Zhan et al., 2021). At the be-
ginning of each training epoch, we retrieve the
top-Kh candidates for each source word based on
the current model parameters, from which the un-
matched samples are selected as the hard negative
samples. To stabilize the training process, we ad-
ditionally introduce random negative samples. For
each source word in training dictionary, Kr random
negative samples are uniformly sampled from the
entire target vocabulary. Finally, we can achieve
K = Kh +Kr negative samples by merging the
hard and random samples.

Additionally, another loss is incorporated to em-
phasize on the supervised signals by minimizing
the Euclidean distance between the aligned words:

Lm(x,y) = ||x̂− ŷ||2 (11)

The final loss of RAPO is the combination of
these two objective functions:

L(D, θ) =1

l

∑

(x,y)∈D
(Lr(x,y) + λ1Lm(x,y))

+ λ2||θ||2
(12)

where θ denotes the model parameter set, λ1, λ2

are hyper-parameters to control the importance of
losses and the last item is the L2 regularization to
control the range of parameter values.

3.4 Training paradigm
The proposed RAPO model can be employed in
both supervised and semi-supervised scenarios.
Here we introduce the semi-supervised training
procedure of RAPO in Algorithm 1, which itera-
tively expands the seed dictionary and refines the
mapping function. We first calculate the training
loss, and optimize the parameters of the adapters
and householder projections as shown in line 3-
11. After that, we augment the seed dictionary
by selecting the mutual nearest CSLS neighbors
after each training iteration in line 13-15. In the
inference phase, both source and target words are
mapped into the shared latent space, and the nearest
CSLS neighbor of each source word are selected
as its translation. We also conduct complexity anal-
ysis in Appendix C.
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Algorithm 1: Training procedure of RAPO
Input: Monolingual word embeddings X and Y, training

dictionary D, number of iterations C, learning rate α,
number of epochs n_epochs.

1: Pre-process contextual semantic vectors (Formula (2)).
2: for c← 1 to C do
3: for e← 1 to n_epochs do
4: Generate the negative sample setN− including

both random and dynamic hard negative samples.
5: Achieve personalized offsets with Formula (3).
6: Calibrate source and target embeddings following

Formula (4) and (5), respectively.
7: Map the source and target words using the

Householder projection with Formula (9).
8: Calculate the loss L with Formula (12).
9: θ ← parameters of {Ws,Wt,Vs,Ut}

10: θ ← θ − α∂L(D, θ)
11: end for
12: /* dictionary augmentation */
13: Calculate mapped embeddings: X̂, Ŷ.
14: Induce new seeds D′ based on the CSLS similarities

between X̂ and Ŷ.
15: D ← D ∪D′

16: end for

4 Experiment

4.1 Experimental Settings

Dataset RAPO model is evaluated on the the
widely used MUSE dataset (Conneau et al., 2018).
Following (Mohiuddin et al., 2020), we select five
high-resource language pairs and five low-resource
pairs to thoroughly test the model performance.
Precision@1 is selected as the measurement (Con-
neau et al., 2018). We use the data splits in the
original MUSE dataset. Detailed statistics could be
found in Appendix D.

Baselines We compare RAPO with popular
SOTA BLI baselines, including unsupervised meth-
ods (Conneau et al., 2018; Artetxe et al., 2018b;
Mohiuddin and Joty, 2019; Ren et al., 2020) and
semi-supervised/supervised methods (Artetxe et al.,
2018a; Conneau et al., 2018; Joulin et al., 2018;
Jawanpuria et al., 2019; Patra et al., 2019; Mohiud-
din et al., 2020; Zhao et al., 2020). Please refer to
Appendix E for the details. For each baseline, we
directly report the results in the original papers and
conduct experiments with the publicly available
code if necessary.

Implementation details Following previous
works, vocabularies of each language are trimmed
to the 200K most frequent words. The original
word embeddings are normalized to enhance per-
formance (Artetxe et al., 2018b), including a length
normalization, center normalization and another

length normalization. The number of training it-
erations is set to 5, and the number of training
epochs is set to 150 with early stopping. We use
the CSLS as the induction metric, and the num-
ber of nearest neighbors in the CSLS is set to 10.
Adam optimizer is selected to minimize training
loss. We only consider 15,000 most frequent words
in the seed dictionary augmentation (Zhao et al.,
2020). The search spaces of hyper-parameters are
presented in Appendix F.

4.2 Main Results

The proposed RAPO model is extensively evalu-
ated over five rich-resource language pairs (en-es,
en-fr, en-it, en-ru and en-zh) and five low-resource
pairs (en-fa, en-tr, en-he, en-ar and en-et) in both
directions, leading to 20 evaluation sets in total.
RAPO model is fully trained 5 times over each
dataset and we report the average performance. Ta-
ble 1 and 2 present the Precision@1 scores of dif-
ferent models.

From the results, one can clearly see that the
proposed RAPO model achieves best performance
over most datasets, and obtain comparable results
on other datasets. From the perspective of aver-
age performance, RAPO-sup outperforms the best
baseline by 0.7% and 1.3% over the rich- and
low-resource datasets, and RAPO-semi beats the
best baseline by 0.7% and 1.6% under the semi-
supervised setting. Such consistent performance
gains demonstrate the superiority and generality of
RAPO. Besides, RAPO achieves more significant
improvements over the distant language pairs (e.g.,
en-ru, en-fa and en-tr), which indicates that the per-
sonalized adapter is capable of bridging the gaps
between language pairs by calibrating the vanilla
embeddings to fit the BLI task. Overall, such ad-
vanced performance of RAPO owes to the appro-
priate ranking objectives, personalized adaptions
and orthogonal projections.

4.3 Ablation Study

To investigate the effectiveness of various compo-
nents in RAPO, we conduct extensive ablation stud-
ies on four datasets, including en-it, en-ru, en-tr and
en-he. To avoid the influence of the potential noises
introduced by the self-learning, ablation studies are
investigated under the supervised setting.

Personalized adaptor Here we study the impact
of the personalized adaptor (PA) module. Table
3 reports the experimental results. After remov-
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Method en-es en-fr en-it en-ru en-zh avg
→ ← → ← → ← → ← → ←

Unsupervised
(Conneau et al., 2018) 81.7 83.3 82.3 81.1 77.4 76.1 44.0 59.1 32.5 31.4 64.9
(Artetxe et al., 2018b) 82.3 84.7 82.3 83.6 78.8 79.5 49.2 65.6 - - -
(Mohiuddin and Joty, 2019) 82.7 84.7 - - 79.0 79.6 46.9 64.7 - - -
(Ren et al., 2020) 82.9 85.3 82.9 83.9 79.1 79.9 49.7 64.7 38.9 35.9 68.3

Supervised
(Artetxe et al., 2018a) 81.9 83.4 82.1 82.4 77.4 77.9 51.7 63.7 32.3 43.4 67.6
(Joulin et al., 2018) 84.1 86.3 83.3 84.1 79.0 80.7 57.9 67.2 45.9 46.4 71.6
(Jawanpuria et al., 2019) 81.9 85.5 82.1 84.2 77.8 80.9 52.8 67.6 49.1 45.3 70.7
RAPO-sup 84.1 86.1 83.5 84.3 79.3 81.9 58.1 68.0 51.7 45.9 72.3

Semi-Supervised
(Patra et al., 2019) 84.3 86.2 83.9 84.7 79.3 82.4 57.1 67.7 47.3 46.7 72.0
(Mohiuddin et al., 2020) 80.5 82.2 - - 76.7 78.3 53.5 67.1 - - -
(Zhao et al., 2020)CSS 84.5 86.9 85.3 85.3 81.2 82.7 57.3 67.9 48.2 47.1 72.6
(Zhao et al., 2020)PSS 83.7 86.5 84.4 85.5 80.4 82.8 56.8 67.4 48.4 47.5 72.3
(Glavaš and Vulić, 2020) 82.4 86.3 84.5 84.9 80.2 81.9 57.0 67.1 47.9 47.2 71.9
RAPO-semi 84.5 87.0 85.0 85.7 80.8 83.1 59.4 68.2 51.9 47.7 73.3

Table 1: Precision@1 for the BLI task on five rich-resource language pairs. Best results are in bold and the best
supervised results are underlined. The improvements are statistically significant (sign test, p-value < 0.01)

.

Method en-fa en-tr en-he en-ar en-et avg
→ ← → ← → ← → ← → ←

Unsupervised
(Conneau et al., 2018) 33.4 40.7 52.7 63.5 43.8 57.5 33.2 52.8 33.7 51.2 46.2
(Artetxe et al., 2018b) 30.5 - 46.4 - 36.8 53.1 29.3 47.6 19.4 - -
(Mohiuddin and Joty, 2019) 36.7 44.5 51.3 61.7 44.0 57.1 36.3 52.6 31.8 48.8 46.5

Supervised
(Artetxe et al., 2018a) 39.0 42.6 52.2 63.7 47.6 58.0 41.2 55.5 37.4 54.0 49.1
(Joulin et al., 2018) 40.5 42.4 53.8 61.7 52.2 57.9 42.2 55.5 40.0 50.2 49.6
(Jawanpuria et al., 2019) 38.0 40.9 48.6 61.9 43.1 56.7 38.1 53.3 33.7 48.7 46.3
RAPO-sup 41.0 43.9 54.2 64.1 53.5 58.5 43.0 55.3 40.7 55.3 50.9

Semi-Supervised
(Patra et al., 2019) 38.4 39.3 51.8 59.6 51.6 55.2 41.1 53.9 36.3 48.3 47.6
(Mohiuddin et al., 2020) 36.8 43.7 52.5 65.3 52.5 59.1 42.2 57.1 41.2 57.5 50.8
(Zhao et al., 2020)CSS 41.4 45.8 53.1 63.8 53.0 57.8 44.1 57.2 39.2 49.4 50.5
(Zhao et al., 2020)PSS 41.8 46.1 54.0 65.4 49.8 57.4 40.2 55.5 40.9 50.8 50.2
(Glavaš and Vulić, 2020) 40.3 45.2 54.3 64.5 47.5 56.6 41.6 56.4 40.1 52.7 50.1
RAPO-semi 42.4 46.3 55.7 65.8 53.5 58.7 44.8 56.5 42.5 58.1 52.4

Table 2: Precision@1 for the BLI task on five low-resource language pairs. Best results are in bold and the best
supervised results are underlined. The improvements are statistically significant (sign test, p-value < 0.01)

Models
en-it en-ru en-tr en-he

→ ← → ← → ← → ←
Best 79.3 81.9 58.1 68.0 54.2 64.1 53.5 58.5
w/o PA 78.9 80.8 57.6 66.9 53.4 63.5 52.8 57.9
linear 79.3 81.9 57.9 67.4 53.8 63.9 53.0 58.1
tanh 78.9 80.9 57.8 68.0 54.2 64.1 53.2 58.5
sigmoid 79.0 81.3 58.1 67.6 53.7 63.8 53.5 58.4

Table 3: Ablation study on the personalized adaptor.

ing the personalized adaptor, model performance
consistently drops over all the datasets, revealing
the importance of personalized embedding adap-
tion. Furthermore, we also investigate the influence
of activation function σ in Formula (4) and (5).
From Table 3, we can observe that the linear activa-
tion function works better for the closer language

Models
en-it en-ru en-tr en-he

→ ← → ← → ← → ←
Best 79.3 81.9 58.1 68.0 54.2 64.1 53.5 58.5
w/o HA 78.4 81.0 57.2 67.2 52.9 63.2 52.7 57.2
constraint 78.9 81.2 57.6 67.7 53.6 63.7 53.2 57.9

Table 4: Ablation study on the Householder projection.

pairs (e.g., en-it), while the non-linear functions
are more suit for the distant pairs. This observation
is aligned with previous works (Mohiuddin et al.,
2020). Thus, the activation function σ should be
carefully tuned based on the data characteristics.

Householder projection Here we aim to study
the importance of Householder projections (HP),
and results are reported in Table 4. One can see
that all the performance declines without the House-
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Models
en-it en-ru en-tr en-he

→ ← → ← → ← → ←
Best 79.3 81.9 58.1 68.0 54.2 64.1 53.5 58.5
w/o Lr 78.3 80.3 56.9 67.0 53.1 63.0 52.2 57.4
w/o Lm 79.0 81.4 57.7 67.7 53.5 63.5 52.9 58.0

Table 5: Ablation study on the objective functions.

holder projections. After employing the conven-
tional orthogonal constraint WW⊤ = I, the per-
formance is improved but still inferior to the House-
holder projections. We can get the following two
conclusions: 1) the orthogonal mapping functions
can boost the BLI performance; 2) the Householder
projections are capable of ensuring strict orthogo-
nality and thus obtaining better results.

Training objective functions As shown in For-
mula (12), the loss of RAPO includes two parts:
the ranking loss Lr and the MSE loss Lm. Table 5
presents the model performance without different
objectives. We can see that both models present
performance decay over all the datasets, which ver-
ifies both objective functions would benefit the BLI
task. Without the ranking loss, RAPO presents
more significant performance drop compared to the
MSE loss. It reveals that the BLI task is essentially
a ranking problem and thus the ranking loss Lr
would be more important.

4.4 Parameter sensitivity analysis

The parameter sensitivity analysis is conducted on
four core hyper-parameters: the number of hard
negative samples Kh, the number of random nega-
tive samples Kr, the number of Householder matri-
ces (HM) n in Formula (8) and the adaptor thresh-
old τs in Formula (2). The sensitivity analysis is
conducted on the en→zh and en→tr datasets under
the semi-supervised learning scenario.

Number of negative samples Figure 3(a) and
Figure 3(b) demonstrate the performance curves
of the number of hard negative samples Kh and
random samples Kr, respectively. One can clearly
see that both types of negative sampling strategies
contribute to improving model performance, which
indicates that each strategy provides its unique cru-
cial signals to guide the optimization process.

Number of Householder matrices As shown
in Figure 3(c), with the increases of n, the per-
formance of RAPO first increases and then keeps
steady. This is reasonable as more Householder ma-
trices means the projection could be conducted in a
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Figure 3: Parameter sensitivity analysis.

larger rotation space, which benefits the induction
performance at the beginning. When n is equal to
or larger than the dimension of word embeddings
d = 300, the Householder projection reaches the
peak of its expressivity and thus cannot bringing
more benefits.

Threshold of adaptor The hyper-parameter τs
denotes the threshold to select the neighbor words
to generate the contextual semantic vectors. As
shown in Figure 3(d), model performance first in-
creases and then significant declines when τs is
enlarged from 0.5 to 0.95. On one hand, a small
τs incorporates more neighbor words to provide
richer semantics, while also aggravates the risk
of introducing noises. On the other hand, a large
τs ensures the reliability of the contextual vectors
but may lead to the scarce neighborhood informa-
tion. Thus, τs should be carefully tuned to find
the balance between the contextual semantics and
potential noises.

5 Conclusion

In this paper, we propose a novel model RAPO
for bilingual lexicon induction. Different from pre-
vious works, RAPO is formulated as a ranking
paradigm, which is more suitable to the nature of
studied tasks. Two novel modules are further em-
ployed by deeply mining the unique characteristics
of BLI task: the Householder projection to ensure
the strict orthogonal mapping function, and the
personalized adapter to learn unique embedding
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offsets for different words. Extensive experimental
results on 20 datasets demonstrate the superiority
of our proposal.

Limitations

Despite the promising performance of the proposed
RAPO model, it may suffer from the following
limitations:

• RAPO has more hyper-parameters than the
previous works, leading to the exhausting and
time-consuming hyper-parameter tuning pro-
cess.

• Though RAPO has achieved the best perfor-
mance over almost all the datasets, it fails
in few datasets such as en→tr, which might
be caused by the insufficient hyper-parameter
tuning.

• The supervised signals are indispensable to
our proposal, and thus RAPO cannot be ap-
plied to the unsupervised learning setting with-
out any labeled data.
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A Notations

For the sake of clarification, notations used in this
paper are listed in Table 6 .

B Proofs of Theorem 1

Householder projection is composed of a set of
consecutive Householder matrices. Specifically,
given a series of unit vectors V = {vi}ni=1 where
vi ∈ Rd and n is a positive integer, we define the
Householder Projection (HP) as follows:

HP(V) =
n∏

i=1

H(vi). (13)

The image of HP is the set of all n× n orthog-
onal matrices, i.e., Image(HP) = O(n), O(n) is
the n-dimensional orthogonal group.

We first prove that the image of HP is a subset
of O(n). Note that each Householder matrix is
orthogonal. Therefore, the product of n House-
holder matrices is also an orthogonal matrix, i.e.,
Image(HP) ⊂ O(n).

Then we also prove that its converse is also valid,
i.e., any n × n orthogonal matrix Q can be de-
composed into the product of n Householder ma-
trices. From the Householder QR decomposition
(Householder, 1958), we can upper triangularize
any full-rank matrix W ∈ Rn×n by using n − 1
Householder matrices, i.e.,

H(vn−1)H(vn−2) · · ·H(v1)W = R,

where R ∈ Rn×n is an upper triangular matrix and
its first n− 1 diagonal elements are all positive.

When Household QR decomposition is per-
formed on an orthogonal matrix Q, we can get:

H(vn−1)H(vn−2) · · ·H(v1)Q = R.

Note that R here is both upper triangular and or-
thogonal (i.e., RRT = I) since it is a product of n
orthogonal matrices. It establishes that R is a diag-
onal matrix, where the first n− 1 diagonal entries
are equal to +1 and the last diagonal entry is either
+1 or −1.

If the last diagonal entry of R is equal to +1, i.e.,
R = I , we can set vn = (0, . . . , 0, 0)⊤ ∈ Rn and
consequently get

H(vn−1)H(vn−2) · · ·H(v1)Q = I = H(vn).

As each Householder matrix H(vi) is its own in-
verse, we obtain that

Q = H(v1) · · ·H(vn−1)H(vn).

If the last diagonal entry of R is equal to −1,
we can set vn = (0, . . . , 0, 1)⊤ ∈ Rn and get the
same conclusion.

From the above we can see that any n×n orthog-
onal matrix can be decomposed into the product of
n Householder matrices, i.e., O(n) ⊂ Image(HP).
All in all, we have Image(HP) = O(n).

C Complexity analysis

Parameter complexity analysis The learnable
parameters in RAPO come from two modules: per-
sonalized offset adapter and Householder projec-
tions. The learnable parameters in adapter is matrix
Ws with the shape of d2. The learnable parame-
ters in Householder transformation include n d-
dimension unit vectors Vs = {v1, ..,vn}, which
has a total size of nd. Therefore, the number of
parameters for each language is O(d2 + nd). In
our experiments, the number of householder reflec-
tion n is the same to d. Thus, the final parameter
complexity of RAPO is O(d2), which is same to
the previous models .

Time complexity analysis Given a word embed-
ding x of dimension d, we first need to find its con-
textual semantic vector x̄ of dimension d, which
can be computed in advance and stored in an effi-
cient lookup table. Next, we calibrate embedding
x̃ using the personalized adapter according to For-
mula (4), which has a time complexity of O(d2).
Then, the calibrated embedding x̃ will be mapped
to the shared latent space through Householder
projection based on the Formula (9). The time
complexity of Formula (9) is O(nd2), in which n
matrix-vector multiplications incur high computa-
tional costs. However, it is worth noting that these
matrix multiplications can be replaced by the vector
operations. Formally, based on Equation (7), the
j-th matrix-vector multiplication can be expressed
as:

x̂j = H(vj)x̂j−1

= x̂j−1 − 2 ⟨x̂j−1,vj⟩vj
(14)

where x̂0 = x̃. Through such iterated vector op-
erations, the time complexity can be reduced to
O(nd) or O(d2). Therefore, the time complexity
of mapping function in RAPO is O(2d2), which is
linearly comparable with previous methods.

D Dataset statistics

The widely used MUSE dataset (Conneau et al.,
2018) consists of FastText monolingual embed-
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Symbol Shape Description

nx(ny) R Vocabulary size of source(target) language

d R Embedding size

X Rd×nx Monolingual embedding matrices consisting of nx words for source language

Y Rd×ny Monolingual embedding matrices consisting of ny words for target language

D − Set of available aligned seed dictionary

l R Size of D
ϕs(ϕt) − Mapping function for source(target) language

x̄(ȳ) Rd Contextual semantic vector of source word x ( target word y )

τs(τt) R Similarity threshold of personalized adapter for source(target) language

Ms(Mt) − Set of contextual semantic neighbor words in the source(target) space

ms(mt) R Size ofMs(Mt)

Ws(Wt) Rd×d Learnable parameters of personalized adapter for source(target) language

σ − Activation function used in personalized adapter

x̃(ỹ) Rd Calibrated embedding of source word x (target word y)

Vs(Ut) − Set of unit vectors to parameterize the Householder projection for the source(target) language

n R Number of unit vectors to parameterize the Householder projection

x̂(ŷ) Rd Mapped embedding in the shared latent space of source word embedding x (target word y)

N− − Set of negative samples

K R Number of negative samples

Kh R Number of dynamic hard negative samples

Kr R Number of random negative samples

θ − Parameters of RAPO, including {Ws, Wt, Vs, Ut}

Table 6: Notations used in this paper.

Statics en-es en-fr en-it en-ru en-zh
→ ← → ← → ← → ← → ←

# train set 11977 8667 10872 8270 9657 7364 10887 7452 8728 8891
# test set 2975 2416 2943 2342 2585 2102 2447 2069 2230 2483
# unique source words 6500 6500 6500 6500 6500 6500 6500 6500 6500 6500
# unique target words 12411 8373 11524 8309 10762 7562 11491 6811 8102 8618

Table 7: Statistics of rich-resource language pairs in MUSE.

dings of 300 dimensions (Bojanowski et al., 2017)
trained on Wikipedia monolingual corpus and gold
dictionaries for many language pairs divided into
training and test sets. We conduct extensive experi-
ments over multiple language pairs in the MUSE
dataset, including five popular rich-resource lan-
guage pairs (French (fr), Spanish(es), Italian (it),
Russian (ru), Chinese (zh) from and to English(en))
and five low-resource language pairs (Faroese(fa),
Turkish(tr), Hebrew(he), Arabic(ar), Estonian(er)
from and to English(en)), totally 20 BLI datasets
considering bidirectional translation. Table 7 and
8 summarizes the detailed statistics of rich- and
low-resource language pairs, respectively.

E Related Work

Recent proposed work on BLI can be mainly di-
vided into two categories. The first is unsuper-
vised learning methods, which induces dictionar-
ies according to the characteristics of the embed-
ding space. The second is the supervised and
semi-supervised learning methods, which trains
the model based on a small seed dictionary.

Unsupervised method The major challenge of
unsupervised methods is to build high-quality ini-
tial seed dictionary. Conneau et al. (2018) are
the first to show impressive results for unsuper-
vised word translation by pairing adversarial train-
ing with effective refinement methods. Given two
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Statics en-fa en-tr en-he en-ar en-et
→ ← → ← → ← → ← → ←

# train set 8869 8510 9771 8793 9634 7737 11571 7534 8261 6509
# test set 2148 2202 2261 2291 2379 2195 2695 2061 1991 1817
# unique source words 6498 6451 6498 6442 6495 6462 6500 6453 6500 6500
# unique target words 8837 8691 9259 8589 10018 7458 11787 6144 8991 6796

Table 8: Statistics of low-resource language pairs in MUSE.

Hyperparameter Search Space Type

Kh {64, 128, 192, 256} Choice
Kr {64, 128, 192, 256} Choice
σ { none, tanh, sigmoid } Choice
lr [0.001, 0.003] Range
τs [0.7, 0.99] Range
τt [0.7, 0.99] Range
λ1 [0.5, 2.5] Range
λ2 [0.001, 0.1] Range

Table 9: Hyper-parameter search space.

monolingual word embeddings, they proposed an
adversarial training method, where a linear map-
per (generator) plays against a discriminator. They
also impose the orthogonality constraint on the
mapper. After adversarial training, they use the
iterative Procrustes solution similar to their super-
vised approach. Artetxe et al. (2018b) learn an
initial dictionary by exploiting the structural sim-
ilarity of the embeddings in an unsupervised way.
They propose a robust self-learning to improve it
iteratively.Mohiuddin and Joty (2019) use adversar-
ial autoencoder for unsupervised word translation.
They use linear autoencoders in their model, and
the mappers are also linear. Ren et al. (2020) pro-
pose a graph-based paradigm to induce bilingual
lexicons. They first build a graph for each language
with its vertices representing different words. Then
they extract word cliques from the graphs and align
the cliques of two languages to induce the initial
word translation solution. Their methods achieved
SOTA results in the unsupervised setting.

Supervised and Semi-supervised methods Su-
pervised and semi-supervised methods mainly fo-
cus on learning more efficient mapping function to
improve the induction performance. Artetxe et al.
(2018a) propose a multi-step framework based on
their unsupervised method. Their framework con-
sists of several steps: whitening, orthogonal map-
ping, re-weighting, de-whitening, and dimension-
ality reduction. Joulin et al. (2018) proposed to
directly include the CSLS criterion in the learning
object and maximum the CSLS score between the

translation pairs of seed dictionary in order to make
learning and inference consistent. Jawanpuria et al.
(2020) proposed to map the source and target words
from their original embedding spaces to a com-
mon latent space via language-specific orthogonal
transformations. They further define a learnable
Mahalanobis similarity metric, which allows for
a more effective similarity comparison of embed-
dings. Søgaard et al. (2018) empirically show that
even closely related languages are far from being
isomorphic and Patra et al. (2019) propose a semi-
supervised technique that relaxes the isomorphic
assumption while leveraging both seed dictionary
pairs and a larger set of unaligned word embed-
dings. Mohiuddin et al. (2020) uses non-linear
mapping in the latent space of two independently
pre-trained autoencoders, which is also indepen-
dent of the isomorphic assumption. Zhao et al.
(2020) design two message-passing mechanisms
in semi-supervised setting to transfer knowledge
between annotated and non-annotated data, named
prior optimal transport and bi-directional lexicon
update respectively. Glavaš and Vulić (2020) pro-
posed to move each point along an instance-specific
translation vector estimated from the translation
vectors of nearest neighbours in training dictio-
nary. Notably, comparing with these supervised
and semi-supervised methods, our RAPO model
aims at optimizing ranking-base objectives , which
is more suitable to the induction task. Furthermore,
with proposed personalized adapter and House-
holder projection, RAPO enjoys the merits from
the unique traits of each word and the global consis-
tency across languages, which is capable of improv-
ing induction performance on different language
pairs consistently.

F Hyper-parameter search

The hyper-parameters are tuned by the random
search (Bergstra and Bengio, 2012) for each BLI
dataset, including number of dynamic hard nega-
tive samples Kh, number of negative samples Kr,
activation function used in personalized adapter σ,
learning rate lr, similarity threshold of personal-

8882



ized adapter for source and target language τs,τt,
and the weights in loss function λ1, λ2. The hyper-
parameter search space is shown in Table 9.
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