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Abstract

Meaning of words constantly change given the
events in modern civilization. Large Language
Models use word embeddings, which are often
static and thus cannot cope with this semantic
change. Thus,it is important to resolve ambigu-
ity in word meanings. This paper is an effort
in this direction, where we explore methods
for word sense disambiguation for the EvoNLP
shared task. We conduct rigorous ablations for
two solutions to this problem. We see that an
approach using time-aware language models
helps this task. Furthermore, we explore possi-
ble future directions to this problem.

1 Introduction

A change in the meaning of a word in varying se-
mantic contents is a challenge for various NLP
tasks such as text and sentence classification, ques-
tion answering and sentence prediction. Recent
developments in large language models (LLMs)
like ELMo (Peters et al., 2018), BERT (Devlin
et al., 2019) and GPT (Brown et al., 2020) have
revolutionised the field of NLP with context depen-
dent word embeddings. These models have been
trained on a large corpus of unlabelled text. While
these models take in consideration the semantics
of the text, it is limited to the corpus it was trained
on. This introduces a new challenge of the shift in
the meaning of a word across the temporal axis.

Word Sense Disambiguation (Huang et al., 2019)
is the process of identifying the meaning of a word
from multiple possible meanings in varying con-
texts. This task can be further extended as a pol-
ysemy resolution task to classify the meaning of
words in different contexts. Our system performs
a similar task while classifying two texts with a
common word with the same or different meaning.
Specifically, the premise of our system is to clas-
sify tweets from two different time periods with a
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common word. The variation in the meaning of a
word is caused by two factors, the context of the
word in the form of a tweet or a change in the us-
age and hence in the meaning of a word because
of the shift along the time axis. Historically it has
been observed that the meanings of some words
have been altered over time. For example, the word
"fathom" originally meant "to encircle with one’s
arms” and now is defined as “to understand after
much thought”. The ever expanding nature of the
internet and social media have led to rapid evolu-
tion of words, with the meanings of words changing
and new words getting csoined. This means that
the corpus of data used for training a LLM will
keep changing over time. Hence, the pretrained
models for existing LLMs like BERT, RoBERTa
cannot be used to compare word embeddings for a
word from two different time periods. This shared
task (Loureiro et al., 2022b) focusses precisely on
this problem statement.

To address this problem, we propose a system
comprising of TimeLMs (Loureiro et al., 2022a) to
incorporate the time aspect of the data. TimeLMs
are language models that are trained using data up
to a certain time instance. In this case they are
trained on tweets gathered by the end of a year.
Therefore there exists a unique TimeLM model for
each year which takes into account the time aspect
of data. The dataset used for testing our system
consists of tweets from the years 2019, 2020 and
2021. Tweets from two different time periods con-
taining a common word are paired in this dataset
and labelled to indicate similarity or dissimilarity
in the meanings of that word in the two tweets. The
TimeLMs used in our system are Roberta models
trained on tweets upto the specific year. This en-
ables our system to get an accurate representations
of the words based on their use upto that time pe-
riod. The embeddings are then compared based on
a similarity metric to classify the tweets using a
preset threshold value for similarity.
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This paper is organised as follows. We analyse
existing research and methods in Section (2). We
give a overview of the dataset used for our sys-
tem in Section (3). We provide a overview of our
system implementation in Section (4). We also
compare the results of our experiments in devel-
oping this system in Section (5). We discuss the
possible improvements and scope of this system in
Section (6).

2 Related work

In Natural Language Processing, the meaning of
words is denoted by a vector, commonly known as
word embedding. Works like GloVe (Pennington
et al., 2014) and Word2Vec (Mikolov et al., 2013)
were one of the first ones to represent a word using
vectors. However, the embeddings thus generated
were context-agnostic, meaning their meaning was
fixed and were not dependent on the context.

With the dawn of modern text encoders (Vaswani
et al., 2017; Devlin et al., 2019), context dependent
embeddings can be easily calculated. Works like
Pilehvar and Camacho-Collados; Raganato et al.
aim to have manually annotated datasets contain-
ing pairs of sentences having same or different
meaning, and labelling them as such. To solve this
task, several methods have been developed. Works
like Levine et al. (2020); Peters et al. (2019) try to
impart context based knowledge into the embed-
dings by using WordNet (Miller, 1995) attributes.
The models are trained in a self-supervised fash-
ion with entity linking. Another approach is to use
word-level embeddings. Loureiro and Jorge (2019)
use this approach, combining it with a k-NN (k
Nearest Neighbours) method to disambiguate the
word embeddings. Note that transformers can also
be used for this purpose, since the output features
from the transformers can be interpreted as word
embeddings. Loureiro et al. (2022c) studies model
layers to understand the effect of attention-based
architectures in word sense disambiguation task.
Elmo (Peters et al., 2018) is one of many available
architectures in this direction. Lastly, work has
been done to incorporate the semantic space knowl-
edge into the embeddings (Colla et al., 2020), also
known as sense-based disambiguation.

Given this, little work has been done on word
meaning disambiguation in a temporal setting. This
means that the information about the time of text
utterance is also provided along with the sentence
itself. This paper tries to provide a solution to

this problem - word meaning disambiguation when
temporal information is available.

3 Dataset description

The dataset consists of 1428 training samples and
396 validation samples. The final scores were cal-
culated on a set of 10,000 unseen test samples. In
every training sample, we were provided with two
sentences and the word whose semantic meaning
was to be compared. Some metadata like tokens
and start and end of word was also included in every
sample.In the training dataset, out of the 1428 sam-
ples, 650 examples had the words in two sentences
having same meaning, whereas 778 samples had
the words in two sentences having different mean-
ing. Note that since this dataset is relatively bal-
anced, and hence does not need any additional pre-
processing to balance the data distribution. How-
ever, it is important to note that the target words in
the training and testing dataset constitute two dif-
ferent sets, and hence the problem should be solved
in a way that is target word agnostic.

An illustration of the data is shown in Figure 1.
The left part shows an example where the meaning
of the target word "virus" is different in both tweets.
Specifically, in the top left tweet it indicates to the
disease-causing organism whereas the bottom left
tweet indicates to a thing that the person likes. In
the right part, both instances of the target word
mean the same, denoting disease-causing organism.

The dataset also provides the month and year
when the tweet was written. This provides us the
temporal information, which can be useful for the
semantic evaluation of the words in the given con-
text. Our approach aims at using this semantic
information in a way that a language model rele-
vant to the tweet is used to get the semantic features
of the tweet.

4 Methodology

4.1 TimeLMs aided word sense
disambiguation

As mentioned in Section 3, the date of posting
of the tweet is provided as a data attribute. In
this approach, we used this information to choose
the transformer model to extract target features.
We use TimeLMs (Loureiro et al., 2022a) for this
purpose. We observe this performs better compared
to using a single model. Our method is illustrated
in Figure 2.
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"Khalid - Alive is my new virus
❤ "

"I'm hopeful you understand that we NEED social
distancing to slow the immediate rise of this virus."

Different
meaning

(0)

"At this point it's inevitable that unvaccinated
children and adults will contract the measles

virus."

"Let me just sincerely ask this: How we can
stop/prevent/reduce the spread of the virus without

social distancing?"

Same
meaning

(1)

Figure 1: Examples from the datset.
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Figure 2: TimeLMs aided word sense disambiguation
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Figure 3: Contrastive feature based classification

Specifically, we observe that the tweets in the
input data are posted in the years 2019 and 2020
only. Thus, we use the variants of TimeLMs trained
on Twitter data collected until December 2019 and
2020 for respectively dated tweets. In this way, we
can encapsulate the difference in semantic repre-
sentations of sentences across time.

After extracting the contextualized sentence fea-
tures from the respective models, we extract the tar-
get word features. We hereby get two word feature
vectors, one corresponding to each tweet. Note that
since one word may be split into multiple tokens,
we use the mean of these token-wise features for
out computation. Note that the feature vectors for a
tweet is the mean of the last four layers of the lan-
guage models concatenated to the pooled ([CLS]
token) output. These two feature vectors are then
compared with each other using cosine similarity.
If this cosine similarity is high, the meaning of

the target word in two sentences is the same, al-
ternatively if the cosine similarity is low then the
meaning of the target word in the two sentences is
different.

Since this approach does not actually train the
parameters of the model, we use the training dataset
to calculate the thresholds. Specifically, we iterate
over potential thresholds between 0 and 1 with a
step of 0.001. We then rank the thresholds based
on their F1 scores. The best performing thresh-
old is then used for generating the final predic-
tions. The threshold for our best performing model
(TimeLMs) was 0.917. We use five models for our
ablations: ELECTRA (small) (Clark et al., 2020),
ALBERT (base) (Lan et al., 2019), BERT (base,
uncased) (Devlin et al., 2019), RoBERTa (base)
(Zhuang et al., 2021), TimeLMs (Loureiro et al.,
2022a).
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4.2 Contrastive feature based classification

The task essentially being identifying whether the
usage of word is similar or not we thought of
training the language models in a Siamese setting.
Siamese networks involves two similar encoder net-
works with the same weights and a classification
system, which determines the similarity based on
the distance between encoded features and a thresh-
old. As mentioned in the previous sub section we
are extracting the target word features using trans-
former models which will be the encoders. If the
meaning of the word in both the sentences is same
then the target word features given by the trans-
former model should be similar.

We trained the model using a simple contrastive
loss involving euclidean distance between the tar-
get word features. We used the same models as
mentions in the previous sections, except for the
TimeLMs. For determining the threshold for the
classification process we iterated through a range
of 0 to 4, with a step of 0.01, while testing on the
validation data. The threshold was determined for
the euclidean distance between the word embed-
dings obtained from the model. The threshold for
our best performing model (TimeLMs) was 1.148.

4.3 Implementation details

We use the HuggingFace library (Wolf et al., 2020)
for our experiments. For the cosine similarity ex-
periments, we find a threshold of 0.917 for our
best performing solution. We use a batch size of
64. Here the threshold was selected for the cosine
distance between the two word embeddings.

For the contrastive method experiments, we find
a threshold of 1.148 for our best performing solu-
tion (RoBERTa). We used a batch size of 8. Here
the threshold was selected for the euclidean dis-
tance between the two word embeddings.

In both cases, the inference distance value (co-
sine or euclidean) below the threshold indicated
similar meaning for the two words, and the the
inference distance value above the threshold indi-
cated different meaning for the two words.

5 Results

We hereby present the results of both of our meth-
ods. We report several interesting observations
based on the results.

Our results based on our cosine similarity are
shown in Table 1 and our results based on the con-
trastive method are shown in Table 2.

Model Val
F1-score

Val
Accuracy

Test
F1-score

Electra 61.00 54.78 38.77
RoBERTa 60.00 56.51 38.96
BERT 60.80 56.77 38.77
Albert 60.73 56.77 39.00
TimeLMs 61 61.71 57.94

Table 1: Results of Similarity Method

Model Val
F1-score

Val
Accuracy

Test
F1-score

Electra 66.67 75 46.15
RoBERTa 60.8 44.01 48.97
BERT 65.44 48.98 44.34
Albert 66.6 66.6 43.75

Table 2: Results of Contrastive Method

1. TimeLMs based method performs the best:
We observe that the TimeLMs based method
performs the best. We speculate this is be-
cause of the time-aware nature of the models.
Some words, for example "lockdown" have
significantly different meaning before and af-
ter the pandemix. Thus, models pretrained on
the specific data results in better performance.

2. BERT and AlBERT have similar perfor-
mance: We see that BERT and Albert have
very similar Accuracy and Macro-F1. We hy-
pothesize that this is because of the similar-
ity in their pretraining objectives. Albert is
a model aimed to mimic the capabilities of
BERT, but with lower number of parameters.
Thus, it makes sense that these models have
very similar validation metrics.

3. Electra has a better language representa-
tion: As seen on state of art benchmarks like
GLUE and SQuAD Electra is outperforming
RoBERTa, ALBERT. Electra has achieved bet-
ter F1-score and accuracy compared to both.

6 Conclusion

In this paper, we explore two solutions to the word
sense disambiguation problem within the scope
of EvoNLP shared task. We report a maximum
testing F1-score of 57.94% with TimeLMs. We
foresee several research directions for this work.
One line of work can be explore robustness of the
contrastive models. The threshold search technique
for this method can be explored in greater detail.
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