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Abstract

Recent work has shown advantages of incorporating knowledge graphs (KGs) into BERT (Devlin et al., 2019) for various NLP tasks. One common way is to feed entity embeddings as an additional input during pre-training. There are two limitations to such a method. First, to train the entity embeddings to include rich information of factual knowledge, it typically requires access to the entire KG. This is challenging for KGs with daily changes (e.g., Wikidata). Second, it requires a large scale pre-training corpus with entity annotations and high computational cost during pre-training. In this work, we efficiently construct entity embeddings only from the type knowledge, that does not require access to the entire KG. Although the entity embeddings contain only local information, they perform very well when combined with context. Furthermore, we show that our entity embeddings, constructed from BERT’s input embeddings, can be directly incorporated into the fine-tuning phase without requiring any specialized pre-training. In addition, these entity embeddings can also be constructed on the fly without requiring a large memory footprint to store them. Finally, we propose task-specific models that incorporate our entity embeddings for entity linking, entity typing, and relation classification. Experiments show that our models have comparable or superior performance to existing models while being more resource efficient.

1 Introduction

Many studies have attempted to enhance pre-trained language models with knowledge such as ERNIE (Zhang et al., 2019), KnowBert (Peters et al., 2019), K-ADAPTER (Wang et al., 2020), E-BERT (Poerner et al., 2020), and KEPLER (Wang et al., 2021). Among them, ERNIE, KnowBert, E-BERT, and KEPLER are typical work that do so by incorporating entity embeddings. The entity embeddings are usually trained by methods that model the global graph structure, such as TransE (Bordes et al., 2013a) used in ERNIE and TuckER (Balažević et al., 2019) used in KnowBert. These entity-incorporated pre-trained language models have shown to be powerful on various natural language processing (NLP) tasks, such as entity linking, entity typing, and relation classification.

In this paper, we investigate whether we can construct entity embeddings by considering only local entity features. This is motivated by the observation that the context itself usually provides good information for the right answer. A number of examples are shown in Table 1. Instead of heavily relying on entity embeddings that encode global information, we simply tell the model what these entities are by using local features to help the model infer the answer from the context more easily. For example, if we can know ‘Cartí Sugtupu’ is a place in the relation classification example in Table 1, the task may be easier. To utilize such information for an entity, we select entity-type knowledge from Wikidata as a local feature for the entity. Specifically, we propose to encode the labels of neighboring nodes of the entity connected through instance_of edges in Wikidata. Figure 1 shows an example. These labels can informatively tell the entity type and are usually short, which enables them to be efficiently encoded by simple methods, that we mention later.

One big advantage of utilizing only local features of entities is that we can update our entity embeddings very fast once the knowledge graph (KG) is changed, which is a desirable feature for KGs with rapid updates. We can construct the entity embeddings even on the fly to significantly reduce memory consumption and parameters since a number of tasks (e.g., entity linking) easily involve millions of entities. A disadvantage is that it is hard to infer the answer if large amounts of information are missing. For example, the LAnguage Model Analysis (LAMA) task (Petroni et al., 2019) re-
quires a [MASK] placeholder in the given sentence “Sullivan was born in Chippewa Falls, Wisconsin in [MASK]” to be filled. The type knowledge may not be able to answer this question. Thus, we do not focus on such tasks. Instead, we apply our method on several typical entity-focused tasks, which were also chosen by related work.

To construct the entity embeddings, we simply average BERT’s WordPiece embeddings from the type label of the entity as there are only 2.8 or 2.96 WordPiece tokens on average per label depending on our tasks. Thus, our method is very fast and can be used to construct the entity embeddings on the fly without much cost to save memory and reduce parameters. For example, E-BERT requires six hours to train its entity embeddings, while our method takes only about 1 minute to prepare the entity embeddings for our downstream tasks. The trained entity embeddings of E-BERT take up around 30GB in size. Thus, storing these embeddings requires a large memory footprint, and the size continues to grow linearly if new entities are added. However, our method does not require such extra space for entity embeddings.

For incorporation, previous work incorporates their entity embeddings during both fine-tuning and pre-training (ERNIE and KnowBert). However, pre-training language models is a cumbersome and resource-intensive task. We show simply incorporating our entity embeddings during fine-tuning without any pre-training works well. One reason may be that these entity embeddings are directly constructed through averaging BERT’s WordPiece embeddings, so that they look like BERT’s WordPiece embeddings, which may be helpful for incorporation for BERT.

Finally, we propose task-specific models to incorporate our entity embeddings. For entity linking, we propose a model that incorporates entity embeddings into the output; for entity typing and relation classification, the proposed model incorporates entity embeddings into the input. We show that our entity embeddings and incorporation method are simple and can achieve comparable or superior performance to existing methods on entity linking, entity typing, and relation classification. The contribution of this work can be summarized as follows:

- We propose an efficient method to construct entity embeddings that are particularly a good fit for BERT, and they work well without any pre-training step during incorporation.
- Our entity embeddings can be constructed on the fly for BERT. We do not need a large memory footprint to store entity embeddings, which is often required by other work.
- We propose task-specific models to incorporate our entity embeddings for entity linking, entity typing and relation classification.

2 Related Work

ERNIE (Zhang et al., 2019), KnowBert (Peters et al., 2019), E-BERT (Poerner et al., 2020), and our model are all based on Google BERT and aim to incorporate entity embeddings into them. The main differences between the models are the methods for constructing entity embeddings and incorporating them.

For entity embeddings, ERNIE uses the one trained on Wikidata by TransE (Bordes et al., 2013b). KnowBert uses TuckER (Balazevic et al., 2019) embeddings, and E-BERT incorporates Wikipedia2Vec entity embeddings (Yamada et al., 2016). These entity embeddings were trained with consideration for a KG structure and have to be trained again if new updates need to be incorporated from KGs, which further requires additional pre-training of ERNIE and KnowBert. When only local features are used to construct the entity embeddings, the aforementioned issues can be avoided. In addition, our entity embeddings are simply obtained by averaging BERT WordPiece embeddings and can be constructed on the fly to save a large memory footprint usually required by

\[\text{Figure 1: An example of connected entity nodes from Wikidata. The circles are entity nodes with blue texts as their labels. We encode the labels of the neighboring nodes of “baltimore” connected through instance_of edges to construct its entity embedding.}\]
other work. We found that although our entity embeddings contain only local information, they perform well when combined with context. However, ERNIE, KnowBert or E-BERT are supposed to work better than ours where large amounts of information are missing such as in LAMA task.

For the incorporation, ERNIE and KnowBert both use new encoder layers to feed the entity embeddings, which requires pre-training. In contrast, E-BERT achieves comparable results without pre-training by directly incorporating its entity embeddings into the standard BERT model during task-specific fine-tuning. One proposal from E-BERT is to align the entity and BERT WordPiece embeddings in the same space. To do so, it first trains word and entity embeddings jointly and then learns a linear mapping from word to BERT WordPiece embeddings. The final entity embeddings can be obtained by applying this learned linear mapping so that they look like BERT WordPiece embeddings. This mapping helps improve 4.4 micro F1 score on the test data on entity linking task. To learn this mapping, E-BERT needs to train both word and entity embeddings, which are 30GB in size. Our method for constructing entity embeddings shares the similar spirit, but it is an averaging method from BERT WordPiece embeddings.

K-ADAPTER (Wang et al., 2020) and KEPLER (Wang et al., 2021) are both trained using multi-task learning based on RoBERTa (Liu et al., 2019) in relation classification and knowledge base completion and do not rely on entity embeddings.

Outside the area of incorporating entity embedding into pretrained language model, there are a number of work that propose to use entity types from KGs on various tasks. For example, on entity linking task, some work use entity types together with entity descriptions or entity embedding trained over whole KG (Francis-Landau et al., 2016; Gupta et al., 2017; Gillick et al., 2019; Hou et al., 2020; Tianran et al., 2021). Some work use only entity types on entity linking task (Sun et al., 2015; Le and Titov, 2019; Raiman, 2022). Khosla and Rose (2020) use entity type embeddings for coreference resolution. The main difference between our work with them is that we mainly design our method for constructing entity embedding and our incorporation method for BERT. As introduced before, we simply create entity embeddings from the BERT’s internal WordPiece embeddings. When incorporating our entity embeddings into BERT, we also propose a model that makes use of BERT’s position embeddings on entity typing and relation classification task (mentioned in Sec. 5.2).

3 Entity Embedding Construction

We take the labels of the neighboring nodes for an entity obtained from Wikidata as local features. Since these labels are usually very short, as shown in Figure 1, we can efficiently obtain label embeddings by averaging WordPiece embeddings in the label. The final entity embeddings are computed as follows:

$$e = \frac{1}{M} \sum_{i=1}^{M} \frac{1}{N_i} \sum_{j=1}^{N_i} m_{ij}, \quad (1)$$

where $M$ and $N_i$ are the number of labels and that of WordPiece tokens in the $i$-th label, respectively. Please note that $M$ and $N_i$ are small in our relation classification task (1.27 and 2.96, respectively, on average). Finally, the generated entity embeddings are updated in the task-specific fine-tuning.

4 Entity Linking

4.1 Task Description

Entity linking (EL) is the task of recognizing named entities and linking them to a knowledge base. In this paper, we focus on an end-to-end EL system that includes detecting the entities and then disambiguating them to the correct entity IDs.
We use the AIDA dataset (Hoffart et al., 2011), which was also chosen in related works. The gold
As with E-BERT, we formulate this task as a classification task where the model needs to classify the
Thus, given a span in a sentence, our model needs to learn to reject it or predict the correct one among
its candidate IDs in accordance with the context. As with E-BERT, we formulate this task as a classification task where the model needs to classify the
given input. The classified labels contain candidate IDs and a rejection label.

4.2 Dataset
We use the AIDA dataset (Hoffart et al., 2011), which was also chosen in related works. The gold
named entities in AIDA and spans found by KnowBert’s generator are identified with Wikipedia
URLs. Due to this reason, we have to convert them to Wikidata IDs to determine the type knowledge of an annotated entity, in which a number are
missing during conversion. The statistics of AIDA, found entities by generator, and conversion rates
are shown in Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Dev</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Tokens</td>
<td>222K</td>
<td>56K</td>
<td>51K</td>
</tr>
<tr>
<td>#Gold entities</td>
<td>18454</td>
<td>4778</td>
<td>4778</td>
</tr>
<tr>
<td>#Unique generated entities</td>
<td>230K</td>
<td>154K</td>
<td>148K</td>
</tr>
<tr>
<td>#Conversion rate</td>
<td>0.8</td>
<td>0.80</td>
<td>0.81</td>
</tr>
</tbody>
</table>

Table 2: Data statistics of AIDA and found unique entities by generator. The conversion rate is the ratio of found entities that we can link to Wikidata.

Following the same setting of E-BERT, we use KnowBert’s candidate generator to first find all spans that might be potential entities in a sentence. These spans are matched in a precomputed span-entity co-occurrence table (Hoffart et al., 2011) and each span is annotated with linked entity candidate IDs associated with prior probabilities based on frequency. Note that the generator tends to over-generate and most found spans should be rejected according to our observation on the training dataset. Thus, given a span in a sentence, our model needs to learn to reject it or predict the correct one among its candidate IDs in accordance with the context. As with E-BERT, we formulate this task as a classification task where the model needs to classify the
given input. The classified labels contain candidate IDs and a rejection label.

4.3 Model
Our model is based on BERT BASE and the architecture is shown in Figure 2. We describe the incorporation method, modeling, and training hyperparameters in the following.

4.3.1 Incorporation Method
Given a span from the generator, we denote the embeddings of candidate entities as \{c_1, c_2, ..., c_N\} and corresponding prior probabilities as \{p_1, p_2, ..., p_N\}. The entity embeddings are

computed by Eq. 1. Since different candidate entities may have the same type (e.g., the type ’country’ may contain different entities), the model cannot distinguish these label embeddings in classification if we simply use the entity embeddings as the label embeddings. Note that this is not an issue when incorporating these entity embeddings into the input, as shown later in our entity typing and relation classification tasks, because the surface forms of entities included in the input can help distinguish between each embedding. Thus, to distinguish these label embeddings, we propose to combine the surface forms of entity candidates, which are still local features, and entity embeddings into label embeddings. The embeddings of surface forms of entities are denoted as \{s_1, s_2, ..., s_N\}. \(s_i\) is simply computed by averaging the WordPiece embeddings in the surface form, which is the same way as computing our entity embeddings. Since large number of entities are involved in this task as shown in Table 2, we compute \(s_i\) and \(c_i\) both on the fly to save memory and reduce the parameters. This means the gradients will come to the WordPiece embeddings during backpropagation. To combine \(s_i\) and \(c_i\), we use a gate to learn to control the weight between \(s_i\) and \(c_i\), and label embedding \(l_i\) is computed as follows:

\[
g = \text{sigmoid}(W c_i),
\]

\[
l_i = (1 - g) \odot c_i + g \odot s_i
\]

\(\odot\) is element-wise multiplication and \(W \in \mathbb{R}^{d \times d}\)
are trainable parameters where \(d\) is a BERT dimension. If \(c_i\) is not found during the aforementioned conversion, we only use \(s_i\).

4.3.2 Modeling
We denote the output vector from the BERT encoder at the position of ‘[ENT]’ as \(o_{ENT}\). The value of the \(i\)-th candidate entity before the softmax function is computed as \(l_i^T o_{ENT} + b_i\) where \(b_i\) is the bias of the \(i\)-th entity candidate. To incorporate the prior probabilities in the classification, we set \(b_i\) as \(\log p_i\) so that the probability will be \(p_i\) if no other information is available (i.e., \(l_i^T o_{ENT}\) equals zero). The bias of a rejection label will be learned from the training data. We use the standard cross entropy as our loss function.

4.3.3 Hyper-parameters
Since the dataset is quite small as shown in Table 2, we only train for maximum of four epochs, and the
model with best micro F1 score on the valid dataset is chosen. The batch size is set to 16 and the default AdamW optimizer was used with a linear learning rate scheduler (10\% warmup). The learning rate was chosen among \{1e-5, 2e-5, 3e-5,\} on a valid set.

4.4 Results

The results on the AIDA test set are shown in Table 3. We mainly compare our model with BERT-Random (introduced later), KnowBert and E-BERT as they also focus on incorporating entity embeddings to BERT. Note that we only include end-to-end EL models in this table, and the results are not comparable to ones of disambiguation-only EL models where the golden entity mentions are given.

We used BERT-Random as our baseline, which is the same as our model except that the label embeddings are randomly initialized and trained from scratch. Compared with BERT-Random, our model shows significant improvement, which suggests our proposed label embeddings are effective.

E-BERT incorporates its entity embeddings not only to the output but also to the input. The embedding of its `[ENT]` in the input is computed by averaging all embeddings of candidate entities. We also tried a similar strategy but found no obvious change in our model. Thus, we only focused on the output. In addition, E-BERT uses another strategy that iteratively refines predictions during inference. However, this strategy slows down the inference speed. The results, indicate that the local features work even better than global features used to train entity embeddings in E-BERT. This may suggest that we can utilize local features to construct entity embeddings in tasks where the context already contains a lot of information. Please also note that we can only convert around 80\% of Wikipedia URLs to Wikidata IDs, and this may limit the performance of our model. Another advantage is that our label embeddings are constructed on the fly and thus save memory and reduce the number of training parameters. Finally, our model and E-BERT achieved the highest strong micro-F1 and macro-F1 scores among all models, indicating it may be a good way to incorporate knowledge through entity embeddings.

5 Entity Typing and Relation Classification

5.1 Task Description

The goal of entity typing is to predict the types of a given entity from its context. Note that it is not necessary that the mention of a given entity is a named entity. For example, the type ‘they’ is labeled as ‘organization’ as shown in the example of entity...
typing in Table 1. The formulation of relation classification is similar with the only difference being that there are two target entities in the sentence. We need to predict the relation of two given target entities together with the context. Thus, the application of our entity embeddings is similar for entity typing and relation classification. We introduce our incorporation method in the following section.

5.2 Incorporation Method

Unlike the EL task where we applied our entity embeddings to the input for these two tasks. To incorporate the entity embeddings, we propose a method that emphasizes target entities (e.g., in relation classification, there are two entity mentions). Specifically, for all entities, we first sum the embeddings of the entities and the corresponding BERT WordPiece tokens, and then feed them into the BERT model. For target entities, we explicitly insert the entity embeddings into the input of WordPiece token embeddings and make the entity embeddings share the same position embeddings with their corresponding WordPiece token embeddings, as if they are in the same position. Our model architecture is shown in Figure 3. We mathematically describe our method as follows.

We denote the number of WordPiece tokens in a sentence as $T$, and the $i$-th WordPiece token embedding, entity embedding, and position embedding as $w_i$, $e_i$, and $p_i$, respectively. As shown in the figure, the entity embedding $e_i$ is 0 if the $i$-th token is not the start token of an entity. For simplicity, we ignore token type embeddings here, although they are actually used in our model. We first obtain the input $x_i$ to the BERT encoder by summing the entity embeddings with the other embeddings:

$$x_i = e_i + w_i + p_i. \quad (3)$$

Since target entities are usually more important than other entities in an entity-centric task, we explicitly insert target entity embeddings that have the same position embeddings as their aligned WordPiece embeddings, as if they are in the same position. For the relation classification task, there are two target entities, and thus the extra inserted inputs are $x_{T+1}$ and $x_{T+2}$, which are computed as follows:

$$x_{T+1} = e_{k_1} + p_{k_1},$$
$$x_{T+2} = e_{k_2} + p_{k_2}, \quad (4)$$

where $k_1$ and $k_2$ are the index of the first and second target entities, respectively.

5.3 Experiments

5.3.1 Entity Typing

We chose Open Entity (Choi et al., 2018) to evaluate our model. The dataset has several versions, and we chose the one that has nine general types (e.g., person, location, and object), which is the same as that in previous works. One example from this dataset is shown in Table 1. As previously mentioned, the entity mention in Open Entity is not limited to named entities, and pronoun mentions and common noun expressions are also included. We used a preprocessed version from ERNIE (Zhang et al., 2019). This preprocessed dataset was annotated with mentions of named entities and automatically linked to Wikidata by TAGME (Ferragina and Scaiella, 2010) so that we could find their type knowledge in Wikidata for all entities in Open Entity. We used the same annotated entities as the ones used in ERNIE by keeping the same confidence threshold to filter unreliable entity annotations. The statistics of this dataset are shown in Table 4. Most annotated entities are non-target because the entity mention in Open Entity is not limited to named entities. Our model needs to utilize the context together with the entity annotations to infer the types of the target entity. We can also see the type labels of entities are quite short (only 2.8 word pieces per label), and this may be one reason that our averaging method for constructing entity embeddings works. If the label is long (e.g., becoming a text description), the averaging method might be too simple to encode it. Since the involved entities are not that many, we did not construct the entity embeddings on the fly to speed up the training. That is, the entity embeddings are initialized by Eq. 1 and are updated in the training.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Dev.</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Instances</td>
<td>2,000</td>
<td>2,000</td>
<td>2,000</td>
</tr>
<tr>
<td>#Target entities</td>
<td>122</td>
<td>107</td>
<td>94</td>
</tr>
<tr>
<td>#All entities</td>
<td>2,573</td>
<td>2,511</td>
<td>2,603</td>
</tr>
<tr>
<td>#Labels per entity</td>
<td>1.56</td>
<td>1.56</td>
<td>1.63</td>
</tr>
<tr>
<td>#WordPieces per label</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
</tr>
</tbody>
</table>

Table 4: Statistics of Open Entity dataset with nine label types. TAGME (Ferragina and Scaiella, 2010) is used to automatically annotate named entities in the dataset.

Our code was adapted from ERNIE, and we
We used a preprocessed relation classification dataset from ERNIE (Zhang et al., 2019) to evaluate our model. This dataset is from the FewRel corpus (Han et al., 2018) and was rearranged by Zhang et al. (2019) for the common relation classification setting. One example from this dataset is shown in Table 1. We used FewRel oracle entity IDs, which were also used in ERNIE and E-BERT (Poerner et al., 2020). These oracle entity IDs cover only target entities; there are no annotations for non-target entities. Our model needs to predict the relation of two given target entities with their annotations and context. The statistics of the FewRel dataset are shown in Table 6. Since oracle annotations were used, the statistics of annotated target entities are not shown in the table. Again, we can see the type labels are quite short, which enables them to be encoded with a simple averaging method. Since there are not many entities involved, we take these entity embeddings as parameters and do not construct them on the fly.

As with the entity typing task, special tokens [HD] and [TL] were used to mark the span of a head and tail entity, respectively. The [CLS] vector in the last hidden layer of the BERT encoder was used for relation classification. For the hyper-parameters, we basically followed those of ERNIE. The model is trained for 10 epochs with a batch size of 16. The default AdamW optimizer was used with a linear learning rate scheduler (10% warmup). The learning rate was set to 4e-5, which was chosen among {2e-5, 3e-5, 4e-5, 5e-5} on the valid dataset.

The results are shown in Table 7. ERNIE, E-BERT, and our model can be directly compared because all the models are based on BERT_BASE and used the same entity annotations. Our model achieves better results than ERNIE and E-BERT, indicating that our methods are effective while being cost-efficient. However, E-BERT reports that their entity coverage is about 90% (around 10% of entity embeddings are not found in their Wikipedia2Vec embeddings), while the entity coverage in our model and ERNIE is about 96%. This may put E-BERT at a disadvantage.

### 5.4 Ablation Study

To analyze the gain, we define three components in our model for entity typing and relation classification: entityEmbs, defined by Eq. 1, sum, defined by Eq. 3, and insert, defined by Eq. 4. When entityEmbs is not used, the entity embeddings are initialized randomly. The results for cases when independently excluding each component are shown in Table 8. When entityEmbs was removed, the performance of our model on two datasets dropped significantly, which indicates our method for con-
Table 5: Results of our model and related models on the entity typing dataset - Open Entity. Note that only K-ADAPTER is in the LARGE size, and ERNIE, KnowBERT, and K-ADAPTER also require incorporating knowledge during fine-tuning.

<table>
<thead>
<tr>
<th>Model</th>
<th>Architecture</th>
<th>P</th>
<th>R</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Incorporate KG in pre-training</td>
<td>ERNIE (Zhang et al., 2019)</td>
<td>BERT_BASE</td>
<td>78.42</td>
<td>72.90</td>
</tr>
<tr>
<td></td>
<td>KnowBERT (Peters et al., 2019)</td>
<td>BERT_BASE</td>
<td>78.60</td>
<td>73.70</td>
</tr>
<tr>
<td></td>
<td>K-ADAPTER (Wang et al., 2020)</td>
<td>RoBERTA_LARGE</td>
<td>79.30</td>
<td>75.84</td>
</tr>
<tr>
<td></td>
<td>KEPLER (Wang et al., 2021)</td>
<td>RoBERTA_BASE</td>
<td>77.80</td>
<td>74.60</td>
</tr>
<tr>
<td>Fine-tuning only</td>
<td>BERT_BASE (our reproduction)</td>
<td>BERT_BASE</td>
<td>79.78</td>
<td>70.90</td>
</tr>
<tr>
<td></td>
<td>Our model</td>
<td>BERT_BASE</td>
<td>78.53</td>
<td>74.16</td>
</tr>
</tbody>
</table>

Table 6: Relation classification dataset FewRel with 80 relation types.

<table>
<thead>
<tr>
<th></th>
<th>Train</th>
<th>Dev.</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>#Instances</td>
<td>8,000</td>
<td>16,000</td>
<td>16,000</td>
</tr>
<tr>
<td>#Labels per entity</td>
<td>1.27</td>
<td>1.25</td>
<td>1.25</td>
</tr>
<tr>
<td>#WordPieces per label</td>
<td>2.96</td>
<td>3.0</td>
<td>3.02</td>
</tr>
</tbody>
</table>

Table 7: Relation classification results on FewRel. Only ERNIE incorporates entity embeddings in both pre-training and fine-tuning steps.

<table>
<thead>
<tr>
<th>Model</th>
<th>P</th>
<th>R</th>
<th>F-1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ERNIE (Zhang et al., 2019)</td>
<td>88.49</td>
<td>88.44</td>
<td>88.32</td>
</tr>
<tr>
<td>E-BERT (Poerner et al., 2020)</td>
<td>88.51</td>
<td>88.46</td>
<td>88.38</td>
</tr>
<tr>
<td>BERT_BASE (our reproduction)</td>
<td>86.16</td>
<td>86.16</td>
<td>86.16</td>
</tr>
<tr>
<td>Our model</td>
<td>88.93</td>
<td>88.93</td>
<td>88.93</td>
</tr>
</tbody>
</table>

Table 8: Ablation study with F1 scores. Each component in our model is excluded independently.

<table>
<thead>
<tr>
<th>Model</th>
<th>Open Entity</th>
<th>FewRel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our model</td>
<td>76.28</td>
<td>88.93</td>
</tr>
<tr>
<td>w/o entityEmbs</td>
<td>74.03</td>
<td>84.98</td>
</tr>
<tr>
<td>w/o sum</td>
<td>75.83</td>
<td>88.81</td>
</tr>
<tr>
<td>w/o insert</td>
<td>75.62</td>
<td>87.99</td>
</tr>
</tbody>
</table>

Table 9: Ablation study on Open Entity dataset.

6 Conclusion

In this paper, we proposed to construct entity embeddings using local features instead of training those with consideration of the whole KG for tasks where the context already contains large amounts of information. Utilizing local features to construct the entity embeddings is much faster than the methods mentioned in related work. The local features of an entity used in this paper are the labels of its neighboring nodes connected through instance\_of edges in Wikidata. Since these labels are usually very short, we can simply encode them by averaging their WordPiece embeddings. The simple averaging method enables us to even construct entity embeddings on the fly without much cost. This is helpful for saving memory and reducing parameters in tasks where minions of entities may be involved. Finally, we proposed task-specific models to incorporate our entity embeddings. Unlike most previous works, our entity embeddings can be directly incorporated during fine-tuning without requiring any specialized pre-training. Our experiments on entity linking, entity typing, and relation classification show that our entity embeddings and incorporation method are simple and effective, and the proposed models have comparable or superior performance to existing models while having the aforementioned advantages.
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