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Abstract
Translation of structured content is an important application of machine translation, but the scarcity of evaluation data sets, especially for Asian languages, limits progress. In this paper, we present a novel multilingual multiway evaluation data set for the translation of structured documents of the Asian languages Japanese, Korean, and Chinese. We describe the data set, its creation process and important characteristics, followed by establishing and evaluating baselines using the direct translation as well as detag-project approaches. Our data set is well suited for multilingual evaluation, and it contains richer annotation tag sets than existing data sets. Our results show that massively multilingual translation models like M2M-100 and mBART-50 perform surprisingly well despite not being explicitly trained to handle structured content. The data set described in this paper and used in our experiments is released publicly.

1 Introduction
A common use case of machine translation (MT) is the translation of structured or formatted documents, such as web pages. The key challenge is to properly transfer markup tags within the translatable content (e.g. bold) from the source to the target language during the translation process. A markup example is shown in Figure 1. Although there are various data sets for sentence- and document-level machine translation, apart from Hashimoto et al. (2019) and Hanneman and Dinu (2020) we are not aware of any other data sets for evaluating the translation quality of markup annotated sentences. This paper introduces a data set that reflects all those aspects to facilitate and foster research that goes beyond the translation of plain text in isolation.

In this paper, we describe the second release of the software documentation data set for machine translation, a high-quality multilingual evaluation data set for machine translation in the IT domain. It has been released by SAP, a large enterprise software company. The contents originate from the SAP Help Portal that contains documentation and learning materials for SAP products. With this release of the data set, we publish development and test data for MT purposes in the form of complete structured documents that include segment-internal (inline) markup, in a rich XML-based localization format as well as transformations that make it readily usable in many standard machine translation workflows. It consists of 385 documents that contain about 4,000 translatable segments and their translations. With the second release, we focus on the following major Asian languages: Japanese (ja), Korean (ko), and Chinese (zh). Translations have been produced from the same English (en) source, thus the data is multiway parallel. The multiway document-level nature of this data set enables not only evaluation of multilingual models but also document-level translation approaches (if needed) when translating structured content.

Additionally, in this paper, we establish base-
lines for the released data set for individual segment translation, where we utilize massively multilingual models such as M2M-100 (Fan et al., 2021) and mBART-50 (Tang et al., 2021), making use of out-of-the-box publicly available checkpoints already trained in a many-to-many translation fashion with no additional fine-tuning on our end. We show that these models can be used for directly translating structured content despite not being explicitly trained to do so. We observe that the quality of the direct translation approach, where the source text is composed of both lexical and markup content, is comparable to the traditional detag-project approach. We then report translation results according to several metrics targeting not only the translation quality but also tag placement accuracy, allowing us to understand the difficulty of translating structured content into Asian languages.

Related Work

Only recently awareness has increased that real world content often resides in structured and formatted documents such as HTML pages and Microsoft Office formats, and that the transfer of inline markup tags is a challenge for neural machine translation; correspondingly, little work has been published. Hashimoto et al. (2019) present a data set from the IT domain that features inline markup, and corresponding MT results using a constrained beam search approach for decoding. Furthermore, Hanneman and Dinu (2020) compare different data augmentation methods with a detag-project approach, and evaluate on data from legal documents from the European Union. The methods for tag transfer in Zenkel et al. (2021) are also related, even though they focus on inserting the tags into a fixed human translation.

In contrast to the previously mentioned available data sets, with the software documentation data set for machine translation, we publish complete documents of high translation quality, thus allowing for context-sensitive translation, such as in Miculicich et al. (2018) for example, and in-context evaluation as it has been shown to be vital for accurate evaluation assessments (Läubli et al., 2018, amongst others). Furthermore, our data set is multiway multilingual, focuses on Asian languages and adds lower resource Asian languages to the picture to enable a more comprehensive evaluation of different methods. While Hashimoto et al. (2019) enables evaluation of 14 translation directions to or from English, they do not support non-English translation directions as their evaluation data is not n-way parallel. In contrast, the second release of the software documentation data set is n-way parallel enabling 6 translation directions to and from English as well as 6 translation directions between the Asian languages leading to a total of 12 directions.

The first release of the software documentation data set for machine translation is described in Buschbeck and Exel (2020). While it also contains complete documents with rich metadata on the segment level and is therefore well suited to evaluate contextual approaches to MT, it does not feature complete hierarchical document structure. Its focus is low-resource language pairs that are typically under-represented in MT research, namely English to Hindi, Indonesian, Malay and Thai.

In terms of methods, according to our knowledge, we are the first to report results on tag transfer using pre-trained massively multilingual translation models mBART-50 and M2M-100 (Tang et al., 2021; Fan et al., 2021). We also compare with the detag-project approach, but leave the exploration of other methods on this data set for future work.

Structured Documents Data Set

We describe the second release of the software documentation data set for machine translation, our data set for structured document translation of Asian languages.

Data Set Sources and Selection

The contents of the data set originate from the public online documentation of SAP, a large software company, featuring product documentation, user assistance and learning materials. The individual pages (or documents) are highly structured. They are authored in DITA, an XML-based open standard often used for technical documentation. The original documents are in English and translations are performed into Japanese, Korean and Chinese (amongst others) by specialized professional translators. Translations are validated in a subsequent review process to guarantee an excellent quality, including coherent domain-specific terminology, before the final target texts are published. Throughout this process, standard computer-assisted translation tools are used. The localization workflow is based

https://www.oasis-open.org/committees/tc_home.php?wg_abbrev=dita
on XLIFF, an XML-based format for storing bitext which was created to standardize the way localizable data is passed between localization tools. The original DITA document structure including inline markup is preserved throughout the process. For more background information on the data, consult Buschbeck and Exel (2020).

Documents for development and test data are selected from a large set of original DITA documents that have recently been translated, with the same English source for all target languages. To create an interesting and relevant data set, we calculate a set of indicators per document, and then select those documents that score best. In order to minimize segment redundancy within the data set (ratio of all source-target pairs to unique source-target pairs) while selecting complete documents, we follow the criteria introduced in Buschbeck and Exel (2020). Besides document length and average segment length, they consider the redundancy within documents as well as between documents. In addition, we also take the number of inline markup tags into account.

3.2 Format and Tooling

We provide the data in XLIFF. Each XLIFF file of the data set represents one original DITA document with its translation into one of the target languages. Appendix A.1 provides more details, including an example. Our XLIFF files contain the full original document structure and are therefore very rich in information. However, some applications or evaluation scenarios might only want to consider specific parts of the structure. Therefore, we also provide the data in a format that is convenient for MT research: one translatable (source or target) segment per line with inline markup being represented as raw DITA tags, similar to the format in Hashimoto et al. (2019), an example of which is in Table 1. This representation is obtained from XLIFF with an XSL transformation. Other transformations for which we provide XSL stylesheets are described in Appendix A.2.

3.3 Data Set Statistics and Characteristics

Table 1 displays the main characteristics of the data set such as number of documents, translatable segments, segments containing inline elements, number of words and amount of redundancy. The data sets are composed of whole documents, some segment duplicates are unavoidable, despite a data selection method that strives for a low intersection of documents (see Section 3.1). In the data at hand, we were not able to avoid the same headings that occur across documents. For example, the heading Use occurs 96 times and Definition 49 times in the test set. The rest of the segments are mostly unique. Additional statistics can be found in Appendix A.3.

The DITA inline elements of the data set are provided in Table 2. Most of them consist of an opening and a closing tag, such as <uicontrol>...</uicontrol>, others are self-closing, e.g. <xref keyref=... />. There are a total of 27 different types of inline elements that serve different purposes: many are formatting and style markers,
while others, such as uicontrol, userinput or sap-technical-name, are translation-relevant as they indicate if or how the annotated text should be translated. The most prevalent inline markup is uicontrol, used to mark up user interface controls, such as names of buttons, entry fields or menu items that require precise translation. Self-closing xref elements act as placeholders for text that is not accessible. Of the translatable segments in the dev and test data, 25.86% and 29.34%, respectively, contain at least one inline element. Figure 2 shows the number of sentences in dev and test sets containing one, two or more inline elements.

4 Baseline Experiments

We propose to evaluate the translation performance of out-of-the-box pretrained multilingual neural machine translation (NMT) systems for the English to Japanese, Korean and Chinese translation directions.

4.1 NMT Models and Approaches

Publicly available multilingual translation models have shown to reach impressive results in terms of translation performance measured by popular automatic metrics. Due to the cost of training such models and in a bid to be eco-friendly, we use the M2M-100 (Fan et al., 2021) and the mBART-50 (Tang et al., 2021) many-to-many fine-tuned models which handle the translation directions of our data set. Both models are used from publicly available checkpoints to decode the data set with no additional fine-tuning on our end. Two hyper-parameters are set for the decoder: a beam size of 4 and a length penalty of 1.0.

To handle mixed lexical and markup content, we consider two approaches:

**Direct Translation (DT):** We directly translate segments with markup using the NMT models.

**Detag-project (DP):** We first remove markup from the segments, translate segments, and insert the tags back into the translation using word alignments. We follow Zenkel et al. (2021) and use the inside-outside projection algorithm with alignments obtained from awesome-align (Dou and Neubig, 2021).  

4.2 Evaluation and Results

Previous work in structured document translation attempted to distill knowledge from widely used MT automatic metrics, such as BLEU (Papineni et al., 2002), by splitting content based on markup or measuring the accuracy of matching tags and attributes (Hashimoto et al., 2019; Hanneman and Dinu, 2020). In this work, we propose to maintain the commonly adopted evaluation approaches based on markup-lexis separation by allocating one metric per type of evaluation: raw metrics, computed on MT output and reference mixing text and markup, lex metrics, computed on MT output and reference stripped of markup, and tag metrics, computed on MT output and reference containing only markup. Note that the raw and lex metrics are similar to the tagged and untagged BLEU metrics, respectively, as proposed by Hanneman and Dinu (2020).

Overall comparison between two MT outputs can be conducted by comparing the raw metric scores, while the lex metric focuses on lexical tokens only and markup translation performance is measured by the tag metric. Table 3 reports the results obtained with SacreBLEU (Post, 2018) when computing BLEU following the three evaluation approaches listed above. Additional results using chrF (Popović, 2015) are presented in Table 4.

Results obtained with the raw BLEU and chrF metrics show that both DT and DP approaches perform relatively well for two out of three transla-
Table 3: BLEU scores obtained with direct translation (DT) and detag-and-project (DP) using M2M and MBART models when evaluating mixed text and markup (raw), text only (lex) and markup only (tag).

<table>
<thead>
<tr>
<th></th>
<th>en→ja</th>
<th>en→ko</th>
<th>en→zh</th>
<th>en→ja</th>
<th>en→ko</th>
<th>en→zh</th>
<th>en→ja</th>
<th>en→ko</th>
<th>en→zh</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>42.1</td>
<td>34.6</td>
<td>49.2</td>
<td>35.3</td>
<td>27.1</td>
<td>43.4</td>
<td>78.4</td>
<td>77.2</td>
<td>80.1</td>
</tr>
<tr>
<td>DP</td>
<td>40.6</td>
<td>30.3</td>
<td>48.9</td>
<td>36.4</td>
<td>25.9</td>
<td>44.7</td>
<td>78.6</td>
<td>74.3</td>
<td>79.8</td>
</tr>
<tr>
<td>MBart</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td><strong>44.9</strong></td>
<td>28.5</td>
<td>44.3</td>
<td>37.2</td>
<td>18.9</td>
<td>37.8</td>
<td>92.2</td>
<td>82.1</td>
<td><strong>89.9</strong></td>
</tr>
<tr>
<td>DP</td>
<td>41.5</td>
<td>26.8</td>
<td>44.3</td>
<td><strong>38.1</strong></td>
<td>19.6</td>
<td>39.1</td>
<td>78.8</td>
<td>79.4</td>
<td>79.4</td>
</tr>
</tbody>
</table>

Table 4: chrF scores obtained with direct translation (DT) and detag-and-project (DP) using M2M and MBART models when evaluating mixed text and markup (raw), text only (lex) and markup only (tag).

<table>
<thead>
<tr>
<th></th>
<th>en→ja</th>
<th>en→ko</th>
<th>en→zh</th>
<th>en→ja</th>
<th>en→ko</th>
<th>en→zh</th>
<th>en→ja</th>
<th>en→ko</th>
<th>en→zh</th>
</tr>
</thead>
<tbody>
<tr>
<td>M2M</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td>53.2</td>
<td><strong>50.3</strong></td>
<td><strong>57.5</strong></td>
<td>40.2</td>
<td>34.2</td>
<td>37.5</td>
<td>91.4</td>
<td><strong>95.6</strong></td>
<td>93.3</td>
</tr>
<tr>
<td>DP</td>
<td>54.0</td>
<td>47.7</td>
<td>57.3</td>
<td>42.3</td>
<td><strong>34.5</strong></td>
<td><strong>39.1</strong></td>
<td>94.7</td>
<td>94.3</td>
<td>94.5</td>
</tr>
<tr>
<td>MBart</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DT</td>
<td><strong>57.4</strong></td>
<td>45.0</td>
<td>54.2</td>
<td>43.7</td>
<td>26.1</td>
<td>32.6</td>
<td><strong>96.3</strong></td>
<td>92.5</td>
<td>94.1</td>
</tr>
<tr>
<td>DP</td>
<td>56.4</td>
<td>45.1</td>
<td>54.5</td>
<td><strong>45.6</strong></td>
<td>27.3</td>
<td>34.2</td>
<td>94.8</td>
<td>94.9</td>
<td><strong>94.8</strong></td>
</tr>
</tbody>
</table>

The tag BLEU metric shows that MBart with the DT approach reaches the best results compared to the other approach and translation model. However, the tag chrF metric does not follow the same trend, which indicates that spacing within markup is better handled by MBart when translating tags in context (spaces are not taken into account with the chrF metric). The M2M model reaches the highest BLEU and chrF scores for Korean and Chinese target languages when lexical content is present (raw and lex metrics), while MBart reaches the highest scores when the target is Japanese.

Regardless of the metric (BLEU or chrF), DT exhibits better performance than DP in most cases, indicating that massively multilingual pre-trained MT systems can handle markup transfer without being explicitly trained on parallel data containing markup. DP, which involves tokenization, alignment and markup projection, involves imperfect heuristics (we have used inside-outside (Zenkel et al., 2021)). This makes DT without explicit training on markup data deserving of further exploration compared to DP. See Appendix B for additional results.

5 Conclusion

In this paper we have presented our multilingual multiway evaluation data set for structured document translation of three Asian languages, Japanese, Korean and Chinese – the second release of the software documentation data set for machine translation. Our data set contains rich annotation tag sets and is well suited for multilingual natural language processing tasks such as MT and its evaluation. We have established and evaluated MT baselines using two methods to handle inline markup, namely the direct translation and the detag-project approaches. Our results show that massively multilingual translation models like M2M-100 and MBART-50 perform surprisingly well despite not being explicitly trained to handle structured content. This previously unknown capability of MT models used in our experiments deserves further exploration, especially in combination with document-level translation approaches.
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A Data Set

We provide additional information on the second release of the software documentation data set for machine translation, such as the data format, available data transformations, and more data characteristics.

A.1 XLIFF Format

We provide the data in XLIFF (.xlf) Version 1.2. Each XLIFF file of the data set represents one original DITA document (file element) with its translation into one of the target languages. Within the file element, trans-units contain the localizable data: source elements store the source text, seg-source elements the (sentence) segmented source text and target elements the corresponding segments in the target language. Source and target segments are enclosed by mrk elements, and associated with each other via an ID (mid attribute). The full structure of the original DITA document is also represented in our XLIFF format. The DITA XML tags are enclosed by XLIFF inline elements (ph, bpt, ept). Much of the original DITA format can be restored by literally using the DITA tags masked by XLIFF inline elements. Whenever a source consists only of inline elements, the translate attribute of the enclosing trans-unit is set to no. When only parts of a translatable segment are not to be translated, this is represented as <mrk mtype="protected">. An example XLIFF document can be found in Figure 3. Information beyond the description here can be found in the Readme accompanying the data.
Figure 3: Excerpt of an XLIFF document (en-ja) of the data set.

A.2 Data Transformations

The released data in XLIFF contains the full document structure and is therefore very rich in information. However, some applications or evaluation scenarios might only want to consider specific parts of the structure. XLIFF documents can conveniently be transformed to different representations for different purposes using XSL stylesheets. For inspiration and convenience, we provide several stylesheets with the data that lead to the following transformed outputs:

(i) the structured document as a functional DITA file containing the source or target text and the original DITA tags;

(ii) one translatable (source or target) segment per line with inline markup being represented as DITA tags, similar to the format in Hashimoto et al. (2019);

(iii) one translatable (source or target) segment per line with inline markup being represented as XLIFF masking tags \texttt{x} and \texttt{g}, similar to the format in Hanneman and Dinu (2020);

(iv) one translatable (source or target) segment per line as plain text, without inline markup.

Examples for the transformations can be found in Figure 4. For convenience, we provide all source/target documents concatenated after being transformed with method (iv) for standard machine translation evaluation, and with method (ii), as this format is relevant for current usage in machine translation research concerning tag transfer. The latter has been used in this work in Section 4.

The documents contain certain placeholders that reference textual content outside the respective document. In the plain-text data (iv), they have been replaced by \texttt{<locked-ref>} as just removing them would render the segments incomplete and ungrammatical.
Table 5: BLEU scores obtained with direct translation (DT) and detag-and-project (DP) using M2M and mBART models when evaluating markup split text (XML BLEU) and text only (BLEU). We also give the markup matching accuracies (Markup Matching %).

<table>
<thead>
<tr>
<th></th>
<th>XML BLEU</th>
<th></th>
<th>BLEU</th>
<th></th>
<th>Markup Matching %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>en→ja</td>
<td>en→ko</td>
<td>en→zh</td>
<td>en→ja</td>
<td>en→ko</td>
</tr>
<tr>
<td>M2M</td>
<td>DT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>36.4</td>
<td>28.5</td>
<td>31.9</td>
<td>39.6</td>
<td>28.5</td>
</tr>
<tr>
<td></td>
<td>DP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>37.7</td>
<td>23.2</td>
<td>33.2</td>
<td>40.3</td>
<td>27.0</td>
</tr>
<tr>
<td>MBart</td>
<td>DT</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>40.1</td>
<td>20.8</td>
<td>27.1</td>
<td>41.1</td>
<td>20.3</td>
</tr>
<tr>
<td></td>
<td>DP</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>38.3</td>
<td>20.2</td>
<td>26.8</td>
<td>41.9</td>
<td>21.3</td>
</tr>
</tbody>
</table>

Table 5: BLEU scores obtained with direct translation (DT) and detag-and-project (DP) using M2M and mBART models when evaluating markup split text (XML BLEU) and text only (BLEU). We also give the markup matching accuracies (Markup Matching %).

Figure 5: Length distributions of source segments.

A.3 Further Data Characteristics

Figure 5 shows the length distribution of English source segments. As typical for technical text, there is a high number of short sentences. In Figure 6 the distribution of textual element annotations is presented. It reflects, to some extent, the length distribution. The large proportion of list elements and titles accounts for shorter segments.

B Experiments and Results

B.1 Additional Evaluation

In addition to BLEU and chrF scores using SacreBLEU presented in Table 3 and 4, respectively, we present in Table 5, the scores obtained by using the evaluation metrics employed by (Hashimoto et al., 2019). Different from us, they report XML BLEU and BLEU. XML BLEU splits a translation containing inline markup into multiple parts relying on tags as split points. Note that the splitting takes place only if the markup structure in the translation and the reference match. In case of markup structure mismatch, the translation is treated as empty thereby penalizing the XML BLEU score. On the other hand BLEU is calculated by removing markup in the gold and translation, which is similar to our proposed lex metrics presented in Section 4.2. However, Hashimoto et al. (2019) use different tokenization methods compared to the ones implemented in sacreBLEU thus leading to different BLEU scores. Table 5 also contains the markup matching accuracy (Markup Matching %) which measures the number of examples with matching tags between the MT output and the reference translation.

Comparing lex scores in Table 3 and BLEU scores in Table 5, although the scores themselves are different and not directly comparable, the trends are similar where MBart is better than M2M only for English to Japanese translation and results for English to Korean translation are relatively lower compared to the two other translation directions. XML BLEU scores are usually lower than
BLEU scores because it penalizes translations with markup structure mismatch.

Markup Matching % for detag-project (DP) is typically higher than for direct translation (DT) because DP injects markup after translation whereas DT deals with markup during translation. Upon further investigation, we found that DT sometimes over- or under-generates markup spuriously leading to poorer markup matching accuracies. DP does not suffer from this issue. However, DP has another limitation where, if it is unable to align content with markup between the source and translation, markup injection does not take place. Therefore, DT will always result in translations containing markup unlike DP, even if the former may not inject tags with correct structure. This is the reason why tag scores in Tables 3 and 4 for DT models are higher than for DP models despite lower markup matching accuracies for the former.