Abstract

Complex dialogue mappings (CDM), including one-to-many and many-to-one mappings, tend to make dialogue models generate incoherent or dull responses, and modeling these mappings remains a huge challenge for neural dialogue systems. To alleviate these problems, methods like introducing external information, reconstructing the optimization function, and manipulating data samples are proposed, while they primarily focus on avoiding training with CDM, inevitably weakening the model’s ability of understanding CDM in human conversations and limiting further improvements in model performance. This paper proposes a Sentence Semantic Segmentation guided Conditional Variational Auto-Encoder (SegCV AE) method which can model and take advantages of the CDM data. Specifically, to tackle the incoherent problem caused by one-to-many, SegCV AE uses response-related prominent semantics to constrain the latent variable. To mitigate the non-diverse problem brought by many-to-one, SegCV AE segments multiple prominent semantics to enrich the latent variables. Three novel components, Internal Separation, External Guidance, and Semantic Norms, are proposed to achieve SegCV AE. On dialogue generation tasks, both the automatic and human evaluation results show that SegCV AE achieves new state-of-the-art performance.

1 Introduction

In open-domain conversations, complex dialogue mappings (CDM) between contexts and responses commonly exist in the real-world data, which bring considerable modeling challenges for neural dialogue models (Csaky et al., 2019; Sun et al., 2021): one-to-many mapping can cause models to generate incoherent responses, while many-to-one mapping makes the model produce non-diverse responses. For example, CornellMovie (Danescu-Niculescu-Mizil and Lee, 2011) and Opensubtitles (Lison and Tiedemann, 2016) dialogue datasets contain 10.29% (4.18% + 6.11%) and 9.10% (4.79% + 4.31%) CDM data (one-to-many + many-to-one mappings) accordingly. Many existing efforts tried identifying CDM and avoiding training on them to facilitate the dialogue learning. Luong et al.; Li et al. introduce external information to detach one-to-many pairs into one-to-one pairs, thus reducing the difficulty of model training. Some works reconstruct the optimization functions, allowing model to learn from self-generated qualified responses instead of the ground-truth, thereby avoiding the directly training on many-to-one pairs (Li et al., 2016c; Zhang et al., 2018b; Liu et al., 2020). Others train the model through filtered corpora, which usually contains few one-to-many and many-to-one dialogue pairs (Xu et al., 2018b; Csaky et al., 2019; Akama et al., 2020). For an instance, Csaky et al. (2019) reported the improvement of a dialogue model with high entropy dialogue pairs (i.e. CDM) filtered out for training, which is consistent with our preliminary experiments in Table 1.

Table 1 shows the comparison results of the same Seq2Seq dialogue model trained with/without CDM. We can observe that the Seq2Seq trained without CDM improves the BLEU (Papineni et al., 2002), Emb.Aver. (Liu et al., 2016) and Coherence (Xu et al., 2018c) metrics (detailed in Appendix A.1). Moreover, the gains on BLEU are big, but the gains...
on Emb.Aver. and Coherence are small. This result proves the idea that reducing the CDM of the dataset is beneficial for increasing the scores of some automatic evaluation metrics.

However, these methods simply ignore the CDM data (10% of the dataset), and in this paper, we argue that these CDM dialogue pairs are still valuable for dialogue training. To explore this, we conduct further experimental investigation by training two Sequence-to-Sequence dialogue models (Seq2Seq) (Shang et al., 2015) over the “clean” Opensubtitles dataset which does not contain any one-to-many or many-to-one pairs, respectively, and then we gradually introduce one-to-many/many-to-one pairs to fine-tune these models. From Figure 1, we observe that one-to-many and many-to-one dialogue pairs have conflicting effects on Distinct, Emb.Aver. and Coherence, which explains why simply removing them together yields smaller gains. Therefore, instead of staying away from CDM, our primary study of interest is to enable model to effectively learn useful knowledge from these dialogue pairs while avoiding being affected by the disadvantages.

To achieve this goal, we take inspirations from Conditional Variational AutoEncoder (CVAE) based dialogue generation methods (Shen et al., 2017; Zhao et al., 2017; Chen et al., 2018; Gao et al., 2019a; Sun et al., 2021) and model the many-to-one and one-to-many from the latent space. However, previous study shows that due to lack of the prior knowledge, latent variable hardly involves semantic relationships, resulting in semantically irrelevant responses (Sun et al., 2021). Therefore, we propose a Sentence Semantic Segmentation guided CVAE (SegCVAE), using the sentence semantic segmentation to constrain the latent variable, which models the CDM naturally.

The complex and ambiguous context semantics can be reduced when segmented into multiple different sub-semantics, so that each sub-semantics may focus on different perspectives of the context. We refer these sub-semantics to as prominent semantics, which can explain CDM naturally (see Figure 2): When the semantics of a context being segmented into multiple prominent semantics, each of them corresponds to a response (i.e. one-to-many mapping); vice versa, when the prominent semantics is segmented by different contexts semantics, the same prominent semantics can correspond to the same response (i.e. many-to-one mapping). To achieve this goal, we propose INTERNAL SEPARATION (IS) and EXTERNAL GUIDANCE (EG) to model the prominent semantics together. The

![Figure 1: Four metrics of Seq2Seq models fine-tuned by increasing one-to-many and many-to-one dialogue pairs.](image)

![Figure 2: The schematic of CDM and our primary idea for modeling CDM. (a) Multiple responses in an one-to-many mapping can disrupt model’s ability to address the dialogue context. We associate different responses with the segmented different prominent semantics, so as to avoid the interference of multiple responses and to enhance the coherence. (b) The response in a many-to-one mapping has a high proportion in dataset, which deceives models into increasing the generation probability of it, reducing the diversity of generated responses. We promote the same prominent semantics to be associated with the same response, thus extending the response space to enhance the diversity.](image)
IS extracts multiple different words from the context to obtain the prominent semantics. The EG extracts the instructive words from the vocabulary to constrain the prominent semantics not far from the original semantics. Furthermore, to make the prominent semantics capture the relationship with responses and latent variables, we propose SEMANTIC ALIENATION NORM, SEMANTIC CENTRALIZATION NORM, and SEMANTIC DISTILLATION NORM to regularise the learning of CVAE.

Our contributions are as follow:

• We propose SegCVAE to model CDM through using sentence semantics segmentation (IS and EG) guided latent variables. SegCVAE constructs the relationships between multiple responses and multiple prominent semantics, thereby naturally explaining CDM. Hence, prominent semantics can constrain latent variables to involve semantic relations when modeling CDM.

• We present SEMANTIC ALIENATION NORM, SEMANTIC CENTRALIZATION NORM, and SEMANTIC DISTILLATION NORM to regularize prominent semantics and facilitate semantic segmentation without supervised labels.

• We conduct extensive experiments to show the superior performance of SegCVAE in modeling CDM and dealing with the open-domain dialogue generation task.

2 Related Work

The open-domain dialogue generation has received dramatic attention recently (Sutskever et al., 2014; Shang et al., 2015; Sordoni et al., 2015). Sutskever et al. (2014) identified that “noisy” data, including one-to-many and many-to-one dialogue pairs, can affect the performance of dialogue systems. To address such “noisy” data, many methods have been proposed in recent years. For instance, a large body of work on introducing external information for reducing the number of noisy data (Luong et al., 2015; Li et al., 2016b; Serban et al., 2016; Zhao et al., 2017; Huber et al., 2018; Ghazvininejad et al., 2018; Tao et al., 2018; Chen et al., 2018; Feng et al., 2020b), and a rich line of work reconstructs the objective function to avoid training models directly on such noisy data (Li et al., 2016c; Xu et al., 2017; Zhang et al., 2018a; Xu et al., 2018a; Zhang et al., 2018b; Feng et al., 2020a; Liu et al., 2020; He and Glass, 2020; Mi et al., 2022; Sun et al., 2022; Li et al., 2022a). Others design a scoring approach to filter noisy data (Xu et al., 2018b; Csaky et al., 2019; Akama et al., 2020; Li et al., 2022b).

However, CDM data in human conversations impels valuable information that can help models generate better responses, and these methods cannot learn the valuable information of one-to-many and many-to-one dialogue pairs, nor can they make full use of the advantages of these data. For example, Li et al. (2016b) uses personal information to reduce the one-to-many dialogue pairs. The Reinforcement Learning based dialogue generation methods (Li et al., 2016c; Zhang et al., 2018a) only require the generated response to get high reward rather than similar with the ground-truth, which means that some many-to-one dialogue pairs are ignored during training. Csaky et al. (2019) uses conditional entropy to assess the dialogue pairs, which easily filters one-to-many and many-to-one dialogue pairs.

In addition to the methods above, CVAE-based dialogue generation methods (Shen et al., 2017; Zhao et al., 2017; Chen et al., 2018; Gao et al., 2019a; Wang et al., 2019; Sun et al., 2021) provide an idea to learn the essential knowledge of the one-to-many and many-to-one mappings. They try to encode knowledge into a latent space, a posterior probability distribution, and a prior probability distribution. By sampling latent variables, the model can easily generate multiple responses for one context. We follow this rich line of work to explore their applicability in modeling CDM, and we propose new state-of-the-art SegCVAE in dialogue generation task. Compared with the vanilla CVAE, SegCVAE uses sentence semantic segmentation to regularize and guide the latent variables, which avoids the gap between context and latent variables. Different from knowledge-guide CVAE, SegCVAE does not require additional information. Meanwhile, SegCVAE uses the segmented prominent semantics instead of manually-created orthogonal vectors, which is more reasonable than SepaCVAE.

3 SegCVAE

SegCVAE is proposed to model CDM (including one-to-many and many-to-one mappings) through sentence semantic segmentation guided latent variables. As discussed above, different prominent semantics can be segmented from one context semantics, and similar prominent semantics can be segmented from different context semantics, which help latent variables learn the semantic relations,
thus modeling one-to-many and many-to-one naturally. In this section, we provide detailed descriptions of the proposed SegCVAE method.

3.1 Overview

SegCVAE uses multiple prominent semantics \((x_1, x_2, x_3, \ldots)\) to learn the probability distribution over response with latent variables, and \(x_i\) denotes the representation of one prominent semantics. To train SegCVAE, we derive the Stochastic Gradient Variational Bayes framework (Kingma and Welling, 2014; Sohn et al., 2015; Yan et al., 2016) and gradient blocking trick (Sun et al., 2021):

\[
\mathcal{L}(r, x^+) = \max_{i=1,2,3,\ldots} \mathcal{L}(r, x_i),
\]

\[
\mathcal{L}(r, x_i) = \mathbb{E}_{q_{\phi}(z|r, x_i)}(\log p_{\Theta}(r|z, x_i))
- KL(q_{\phi}(z|r, x_i)||p_{\phi}(z|x_i)),
\]

where \(q_{\phi}(z|r, x_i)\) and \(p_{\phi}(z|x_i)\) are the recognition network and the prior network that used for sampling latent variable \(z\), respectively. The \(r_e = enc(r)\) is the semantic vector computed by model’s encoder enc based on the response \(r\). The \(p_{\Theta}\) denotes the model’s decoder, which generates the output token based on the conditional probability \(p_{\Theta}(r|z, x_i)\). Following the gradient blocking trick, \(x^+ \in \{x_1, x_2, x_3, \ldots\}\) denotes the prominent semantics vector that makes the variational lower bound largest, and only \(\mathcal{L}(r, x^+)\) is used to optimize the model.

To obtain the prominent semantics \((x_1, x_2, \ldots)\), SegCVAE employs the INTERNAL SEPARATION (IS) and EXTERNAL GUIDANCE (EG). To further capture the relationship among context, prominent semantics, and response, we propose three novel semantic norms: SEMANTIC ALIENATION NORM, SEMANTIC CENTRALIZATION NORM, and SEMANTIC DISTILLATION NORM.

3.2 Internal Separation

The IS processes sentences through multiple triggers and extracts multiple sets of different words, which can be used to compute different prominent semantics. Each trigger consists of a convolution network Conv and a dense network Dense. The input of a trigger is an embedded matrix representation \(C\) of a context with a shape \((max_{clen}, N)\), where \(max_{clen}\) represents the maximum length of a context that can be received and \(N\) is the dimension of the word-embedding. The \(C\) is processed by Conv whose kernel \(K\) and stride \(S\) are \((m, N, 1, chan)\) and \((1, 1, 1, 1)\), respectively. The \(chan\) is the number of channels of the convolution operation, and \((m, N)\) denotes the shape of convolution kernel.

\[
F_c = \text{Conv}(C, K, S)
\]

After that, we get the semantic features \(F_c\). We squeeze and transpose the \(F_c\) from \((max_{clen} - m + 1, 1, chan)\) to \((chan, max_{clen} - m + 1)\), and put it into the Dense. The weight of Dense is \(W\) with a shape \((max_{clen} - m + 1, max_{clen})\).

We use \(\text{SoftMax}\) function to handle the last dimension of the input \((F_c \cdot W)\).

\[
F_d = \text{SoftMax}(F_c \cdot W)
\]

Hence, the shape of \(F_d\) is \((chan, max_{clen})\), which represents the probability of words in the context of attention in different channels. Then, we select the word with highest probability in each channel, which is processed by encoder enc to extract certain semantic information. However, this discrete process will hamper the optimization of model. To ensure the gradient back-propagation, we introduce Gumbel SoftMax (GS; Jang et al. (2017)) to replace the \(\text{SoftMax}\) (Eq. 4) and selection process:

\[
F_d' = \text{GS}(F_c \cdot W), \quad \text{GS(Input)} = \begin{pmatrix}
\sum_{k=1}^{e_{\text{input}1}} e_{\text{input}1}^{e_{\text{input}1} / \tau} & \cdots & \sum_{k=1}^{e_{\text{input}m}} e_{\text{input}m}^{e_{\text{input}m} / \tau} \\
\vdots & \ddots & \vdots \\
\sum_{k=1}^{e_{\text{input}1}} e_{\text{input}m}^{e_{\text{input}1} / \tau} & \cdots & \sum_{k=1}^{e_{\text{input}m}} e_{\text{input}m}^{e_{\text{input}m} / \tau}
\end{pmatrix},
\]

where \(input_{ij} \in \text{Input}\) and \(\tau\) is the temperature parameter. We control \(\tau\) to be as small as possible, so that the output of GS is as close as possible to the result of \(\arg\max(F_d)\). Thence, we can get the embedded matrix representation of extracted words \(C_{IS} = F_d' \cdot C\) with the shape of \((chan, N)\).

Finally, we randomly initialize \(M\) trigger networks in IS to extract \(M\) embedded matrix representations \((C^1_{IS}, C^2_{IS}, \ldots, C^M_{IS})\) of different word-combinations from a context.

3.3 External Guidance

The EG is responsible for extracting instructive information from the outside of the sentence (i.e. the vocabulary) according to the context semantics. To achieve this goal, we change the hyper-parameter of the dense network in the trigger defined in the previous section. The new weight matrix of the
dense in EG is $W'$, whose shape is changed from $(\text{max}_\text{clen} - m + 1, \text{max}_\text{clen})$ to $(\text{max}_\text{clen} - m + 1, \text{vocab}_\text{size})$, where vocab_size is the size of the vocabulary. Hence, the results of the dense network denote the probability of words in the vocabulary of attention in different channels. Therefore, the output of EG is a matrix representation $V_{EG}$ of chan words in vocabulary related to the semantics of the input:

$$V_{EG} = GS(F_c \cdot W') \cdot W_{emb} \quad (6)$$

where $W_{emb}$ is the word-embedding matrix whose shape is $(\text{vocab}_\text{size}, N)$. Finally, we can also randomly initializes $M$ new triggers in EG to extract $V^1_{EG}, V^2_{EG}, \ldots, V^M_{EG}$. Therefore, the $C_{IS}$ and the $V_{EG}$ are used together to calculate multiple different prominent semantics of a context:

$$x_i = enc([C^i_{IS}, V_{EG}]) \quad i = 1, 2, \ldots, M, \quad (7)$$

where $enc$ denotes the model’s encoder, $x_i$ represents $i$-th prominent semantics.

### 3.4 Semantic Norms

We consider self-supervise learning methods and propose SEMANTIC ALIENATION NORM ($L_{san}$), SEMANTIC CENTRALIZATION NORM ($L_{scn}$), and SEMANTIC DISTILLATION NORM ($L_{sdn}$), to constrain the relations among the context, prominent semantics and response. $L_{san}$ and $L_{scn}$ are responsible for promoting the multiple prominent semantics to be closely connected with the context on the basis of maintaining their own independence, which leverages the diversity and coherence of generated responses. $L_{sdn}$ is used to facilitate the construction of semantic relations among prominent semantics.

#### 3.4.1 Semantic Alienation Norm

We first propose $L_{san}$ to make each prominent semantics as different as possible from other prominent semantics, which is computed by:

$$L_{san} = |I - \text{SoftMax}(X \cdot X^\top)| \quad (8)$$

where $enc$ denotes the vector representation of the original semantics, $C$ is the vector representation of the original context.

#### 3.4.2 Semantic Centralization Norm

Then we propose the $L_{scn}$ to ensure the ensemble result $\sum_{i} x_i$ of these prominent semantic vectors $(x_1, x_2, \ldots, x_M)$ is similar with the semantics of the original context, which is shown in Figure 4.

$$L_{scn} = 1 - \cosine(enc(C), \sum_{i} x_i), \quad (9)$$

where $enc(C)$ represents the vector representation of the original semantics, $C$ is the vector representation of the original context.

#### 3.4.3 Semantic Distillation Norm

Finally, we propose $L_{sdn}$, which uses the relationship among the ground-truth responses to teach our model to learn the semantic relation of these prominent semantics. That is, with $L_{sdn}$, the connections between prominent semantics and ground-truth responses can be further established, which
<table>
<thead>
<tr>
<th>Model</th>
<th>ppl</th>
<th>Distinct-1</th>
<th>Distinct-2</th>
<th>Length</th>
<th>BLEU-1</th>
<th>BLEU-2</th>
<th>BLEU-3</th>
<th>Emb.Aver.</th>
<th>Coherence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2Seq</td>
<td>52.6±10</td>
<td>0.006±0.00</td>
<td>0.019±0.00</td>
<td>6.8±6</td>
<td>0.310±0.02</td>
<td>0.243±0.02</td>
<td>0.199±0.02</td>
<td>0.853±0.00</td>
<td>0.828±0.00</td>
</tr>
<tr>
<td>CVAE</td>
<td>12.2±13</td>
<td>0.035±0.01</td>
<td>0.268±0.02</td>
<td>9.7±16</td>
<td>0.347±0.00</td>
<td>0.282±0.00</td>
<td>0.236±0.00</td>
<td>0.842±0.00</td>
<td>0.798±0.00</td>
</tr>
<tr>
<td>K-CVAE</td>
<td>9.8±22</td>
<td>0.045±0.00</td>
<td>0.337±0.01</td>
<td>9.7±33</td>
<td>0.338±0.01</td>
<td>0.275±0.00</td>
<td>0.231±0.00</td>
<td>0.838±0.00</td>
<td>0.796±0.00</td>
</tr>
<tr>
<td>SpaceFusion</td>
<td>24.3±59</td>
<td>0.013±0.00</td>
<td>0.087±0.01</td>
<td>7.3±21</td>
<td>0.355±0.01</td>
<td>0.264±0.01</td>
<td>0.217±0.01</td>
<td>0.851±0.00</td>
<td>0.825±0.00</td>
</tr>
<tr>
<td>SepCAVAE</td>
<td>5.6±07</td>
<td>0.041±0.00</td>
<td>0.367±0.02</td>
<td>15.6±75</td>
<td>0.425±0.01</td>
<td>0.357±0.01</td>
<td>0.306±0.01</td>
<td>0.859±0.00</td>
<td>0.833±0.00</td>
</tr>
<tr>
<td>SeqCAVAE</td>
<td>6.1±12</td>
<td>0.038±0.00</td>
<td>0.341±0.01</td>
<td>17.4±27</td>
<td>0.453±0.00</td>
<td>0.384±0.00</td>
<td>0.330±0.00</td>
<td>0.865±0.00</td>
<td>0.836±0.00</td>
</tr>
<tr>
<td>Seq2Seq</td>
<td>45.9±13</td>
<td>0.003±0.00</td>
<td>0.015±0.00</td>
<td>11.8±82</td>
<td>0.236±0.04</td>
<td>0.193±0.03</td>
<td>0.163±0.03</td>
<td>0.465±0.08</td>
<td>0.281±0.05</td>
</tr>
<tr>
<td>CVAE</td>
<td>12.2±17</td>
<td>0.009±0.00</td>
<td>0.131±0.00</td>
<td>13.1±24</td>
<td>0.172±0.02</td>
<td>0.144±0.02</td>
<td>0.123±0.02</td>
<td>0.285±0.04</td>
<td>0.195±0.03</td>
</tr>
<tr>
<td>K-CVAE</td>
<td>12.1±20</td>
<td>0.010±0.00</td>
<td>0.135±0.00</td>
<td>13.1±10</td>
<td>0.202±0.02</td>
<td>0.169±0.02</td>
<td>0.144±0.01</td>
<td>0.308±0.06</td>
<td>0.198±0.05</td>
</tr>
<tr>
<td>SpaceFusion</td>
<td>8.2±02</td>
<td>0.006±0.00</td>
<td>0.017±0.00</td>
<td>9.7±22</td>
<td>0.365±0.01</td>
<td>0.292±0.01</td>
<td>0.243±0.00</td>
<td>0.808±0.00</td>
<td>0.697±0.00</td>
</tr>
<tr>
<td>SepCAVAE</td>
<td>2.0±06</td>
<td>0.025±0.00</td>
<td>0.330±0.03</td>
<td>13.5±58</td>
<td>0.395±0.01</td>
<td>0.326±0.01</td>
<td>0.276±0.01</td>
<td>0.807±0.02</td>
<td>0.677±0.01</td>
</tr>
<tr>
<td>SegCAVAE</td>
<td>3.2±08</td>
<td>0.021±0.00</td>
<td>0.323±0.01</td>
<td>14.4±80</td>
<td>0.437±0.01</td>
<td>0.364±0.01</td>
<td>0.310±0.01</td>
<td>0.836±0.00</td>
<td>0.707±0.01</td>
</tr>
</tbody>
</table>

Table 2: Results over the test data of CornellMovie (up) and Opensubtitles (down). The best score in each column is in bold. Note that our BLEU-1,2,3 scores are normalized to [0, 1]. We run all models 5 times.

3.5 Objective Function

The final objective function for training our model is to maximize:

$$L_{all} = L(r, x^+) - \lambda(L_{san} + L_{scn} + L_{sdr}),$$  (11)

where $L(r, x^+)$ is shown in Eq (1), and $\lambda$ increases linearly from 0 to 1 in the first $\text{snorm\_step}$ batches.

4 Experiment Settings

4.1 Data Setting

Two well-established open domain dialogue datasets are conducted for experiment: CornellMovie and Opensubtitles. We derived a processed version of Opensubtitles released by Sun et al. (2021), which has 5M, 100K, and 50K single-turn dialogue pairs in training, validation, and test sets, respectively. We follow the same process for CornellMovie and we obtain 51,108, 6,358 and 6,249 single-turn dialogue pairs for training, validation, and test.

4.2 Baseline Models

We compare our model with state-of-the-art dialogue models: A GRU-based Seq2Seq (Shang et al., 2015; Sordoni et al., 2015), a general CVAE based dialogue model with BOW trick (CVAE; Shen et al. (2017)), a knowledge guide CVAE (K-CVAE; Zhao et al. (2017)), a SpaceFusion (Gao et al., 2019b) and a self-separated CVAE (SepCAVAE; Sun et al. (2021)). Due to the lack of knowledge annotations in datasets, we use the the cluster results of K-means (K) as the knowledge.
Table 3: Human evaluation results on test data. The best score in each column is in bold.

<table>
<thead>
<tr>
<th>DataSet</th>
<th>model</th>
<th>Diversity</th>
<th>Relevance</th>
<th>Fluency</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Seq2Seq</td>
<td>6.13</td>
<td>3.47</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>CV AE</td>
<td>4.20</td>
<td>3.20</td>
<td>3.50</td>
</tr>
<tr>
<td>Cornell-K</td>
<td>K-CVAE</td>
<td>2.57</td>
<td>3.33</td>
<td>3.83</td>
</tr>
<tr>
<td>Movies</td>
<td>SpaceFusion</td>
<td>5.13</td>
<td>3.60</td>
<td>2.73</td>
</tr>
<tr>
<td></td>
<td>SepaCVAE</td>
<td>1.97</td>
<td>2.57</td>
<td>4.03</td>
</tr>
<tr>
<td></td>
<td>SegCVAE</td>
<td>1.40</td>
<td>2.23</td>
<td>3.27</td>
</tr>
<tr>
<td>GroundTruth</td>
<td>Seq2Seq</td>
<td>4.03</td>
<td>2.80</td>
<td>3.80</td>
</tr>
<tr>
<td></td>
<td>CV AE</td>
<td>2.47</td>
<td>2.97</td>
<td>3.97</td>
</tr>
<tr>
<td>OpenSubtitles</td>
<td>K-CVAE</td>
<td>2.73</td>
<td>3.37</td>
<td>4.00</td>
</tr>
<tr>
<td></td>
<td>SpaceFusion</td>
<td>6.57</td>
<td>2.66</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>SepaCVAE</td>
<td>2.33</td>
<td>2.43</td>
<td>3.47</td>
</tr>
<tr>
<td></td>
<td>SegCVAE</td>
<td>1.93</td>
<td>2.10</td>
<td>2.20</td>
</tr>
<tr>
<td>GroundTruth</td>
<td>3.93</td>
<td>1.53</td>
<td>1.07</td>
<td></td>
</tr>
</tbody>
</table>

4.3 Evaluation Metrics and Training Details

In addition to the Distinct-n, BLEU, Emb.Aver and Coherence, we also use Perplexity (ppl) (Neubig, 2017) and Length (Csaky et al., 2019) to evaluate the performance of all models. For human evaluation, we hired three annotators to rank all models based on their generated responses. Please see Appendix A for more details on experimental settings.

5 Results and Analysis

5.1 Automatic Evaluation Results

Table 2 reports the automatic results on test data of CornellMovie and OpenSubtitles. These results show that our SegCVAE achieves a better performance in terms of most metrics. Specifically, our SegCVAE achieves the best Length, BLEU, Emb.Aver. and Coherence scores on both datasets, which demonstrates the superior performance of our model on generating coherent and related responses. In addition, the SegCVAE has a competitive ppl and Distinct results. Generally speaking, the Distinct metric is easily affect by the length of generated responses. Therefore, as the SegCVAE generates longest responses, the proportion of repeated words will increase, resulting in a decrease in the distinct score. In a nutshell, these results shows the ability of SegCVAE to handle the general dialogue generation task.

5.2 Human Evaluation Results

The results of the human evaluation are shown in Table 3 (refer to Appendix A.2 for detailed setups). To evaluate the consistency of the ranking results assessed by three annotators, we use Pearson’s correlation coefficient. This coefficient is 0.80 on Diversity, 0.62 on Relevance, and 0.77 on Fluency, with $p < 0.0001$ and below 0.001, which indicates high correlation and agreement. This result shows that our model significantly outperforms baselines in terms of diversity, relevance, and fluency. Except for the ground-truth responses, our model achieves the best scores of relevance and diversity metrics on both datasets. The fluency result of SegCVAE on the CornellMovie is slightly worse than that of baselines, which is mainly due to the length of responses generated by SegCVAE being longer than that of baselines (see Table 2). When the response lengths are similar on the OpenSubtitles, SegCVAE can also achieve the best fluency score.

5.3 Ablation Study

Table 4 reports the results of the ablation study. It can be seen from the table that after removing IS, $L_{scn}$ and $L_{sdn}$, respectively, the results all decreased. And the results decreased the most after removing IS, indicating that IS has the most important role in model performance. In addition, we found that after removing EG, the Diversity of the model increased, but the Emb.Aver. and Coherence decreased. This is because EG is mainly responsible for regulating the prominent semantics in the model without deviating from the original semantics. Therefore, by removing EG, the prominent semantics obtained by IS lacks constraints and can become more diverse, but the connection with the context is weaker. Similarly, $L_{san}$ is used to make multiple prominent semantic information segmented to be different from each other, so removing $L_{san}$ will reduce Diversity and increase Emb.Aver. and Coherence.

5.4 Case Study

We use the prominent semantics to guide the generation of responses, which requires the SegCVAE to learn the relations among the contexts, the prominent semantics, and the responses. To illustrate the connection among prominent semantics, context and generated responses, we report three samples and their related words that extract by EG and IS, which are shown in Table 5. Note that the words extracted by EG and IS are used for calculating prominent semantics through the encoder.

In Table 5, we can notice that the output of EG is difficult to relate to the response. We suppose
Table 4: Ablation results on test data of Opensubtitles. The best score in each column is in bold.

Table 5: Generated responses and their corresponding keyword combinations of SegCVAE. EG and IS represent the External Guidance and the Internal Separation.

Table 6: Evaluation results on test data of O2M (up) and M2O (down). The best score in each column is in bold.
achieves the best Erudition on O2M dataset but poor Erudition on M2O dataset, and K-CVAE achieves best Erudition on M2O dataset but worst Erudition on O2M dataset. This finding is in line with the characteristics of these models: (1) Due to the cluster information, the K-CVAE samples latent variables from a concentrated prior distribution, resulting in generating multiple similar responses easily. (2) The SepaCVAE uses the orthogonal vectors for sampling latent variables, which increases the diversity but decreases the number of relevant responses. (3) Our SegCVAE uses multiple prominent semantics to capture the diverse and relevant features, resulting in generating different but coherent responses. Therefore, the similar responses generated by K-CVAE are easily hit the only “one” response in M2O dataset but hardly hit multiple responses in O2M dataset, which leads the best Erudition on M2O but worst Erudition on O2M.

On the contrary, our SegCVAE generates multiple responses corresponding to multiple prominent semantics, which easily captures the semantics of multiple responses in O2M dataset and achieves the best Erudition on O2M dataset. However, due to the trade-off between diversity and relevance, the Erudition of SegCVAE on M2O dataset is a little poor. We also use the Pearson’s correlation coefficient to evaluate the consistency of the ranking results. The coefficient is 0.64 on Suitability, and 0.51 on Erudition, with p<0.0001 and below 0.001, which indicates high correlation.

6 Conclusion

This paper proposes a novel SegCVAE to model complex dialogue mappings (CDM) in human conversations. SegCVAE parses the CDM from a semantic perspective: Using multiple prominent semantics segmented from the context to establish relationships with the responses, multiple prominent semantics can correspond to multiple responses, and multiple contexts can also segment similar prominent semantics. In this way, prominent semantics can constrain latent variables to learn semantic relations to tackle incoherent problem, while enriching them to mitigate the non-diverse problem. To realize SegCVAE, we propose three novel modules: Internal Separation (IS), External Guidance (EG), and Semantic Norms (i.e. \( L_{san} \), \( L_{sco} \), and \( L_{sdn} \)). IS is used to get the basic information for computing prominent semantics, EG is used to constrain the prominent semantics not to deviate too far from the original semantics, and three Semantic Norms are proposed to establish relationships for contexts, prominent semantics and responses. The experimental results show the superiority of our model in dialogue generation, one-to-many and many-to-one dialogue learning tasks.

Limitations

The limitations of our paper are as follow:

- The SegCVAE model is proposed to model the serious complex dialogue mappings (i.e. one-to-many and many-to-one) phenomena in open-domain dialogue generation task. Therefore, the SegCVAE is suitable for generative tasks where non-one-to-one mappings exist in the dataset. If the task does not require modeling non-one-to-one mappings, our model has little advantage.

- The hyper-parameters (e.g. the number of extracted words chan, the number of triggers \( M \) and so on) need to be determined through multiple experiments, which cannot be set adaptively. These initial promising results for segmenting context into multiple prominent semantics for modeling complex dialogue mappings will hopefully lead to future work in this interesting direction.

- We provide further analysis on One-to-Many and Many-to-One dialogue learning task, and propose a new human evaluation strategy to directly valid the performance of models on processing non-one-to-one dialogue samples. However, we do not provide results on automatic evaluation of modeling one-to-many and many-to-one mappings. This is primarily because there are no publicly recognized metrics for the evaluation of the performance on modeling one-to-many and many-to-one dialogue mappings directly. In addition, it is also difficult to propose the automatic metrics to achieve the evaluation process due to the lack of supervised information. Automatically evaluating the generative dialogue model’s ability to model the complex mappings is a challenging problem and we leave that for future work.
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A Experimental Settings

A.1 Automatic Evaluation Metrics

Our primary metrics of interest are Distinct-n, BLEU, Embedding Average (Emb.Aver.), and Coherence. The Distinct-n is responsible for evaluating the diversity of generated responses, which is calculated through the ratio of distinct n-grams and all generated n-grams. The BLEU is used to evaluate the degree of the word-overlap between the generated response and the ground truth response. The Emb.Aver. is introduced to evaluate the semantic relationship of generated responses and ground-truth responses. The Coherence is applied to assess the coherence and relevance between contexts and generated responses. In addition, we also employ the Perplexity (ppl) and Length to validate all models. The ppl is an indicator commonly used in dialogue generation tasks, which is usually used to assess the degree of convergence of the model. The Response length is the average number of words of all generated responses.

A.2 Human Evaluation

We conduct a human evaluation to further validate our model and baseline models for their ability to generate proper responses. First, we randomly extracted 200 samples from the test sets of the two dialogue datasets, respectively. Each sample contains one context and the response generated by different models. Then, we hired three annotators to rank all responses of all experimented models concerning three aspects of the generated responses: Diversity, Relevance and Fluency. Ties are allowed. Diversity indicates how much the generated response provides specific and diverse information. The more diverse the information, the higher the ranking of the model on Diversity. Relevance specifies how likely the generated response is relevant to the context, which requires annotators to consider whether the response is suitable for the context at a semantic level. Fluency represents how likely the generated response is produced by human. The fewer syntactic errors, the higher the model will rank in terms of Fluency.

A.3 Training Details

For fair comparison, we used the 300-dimensional GloVe embeddings as the word-embedding matrix for all models. The hidden size of all models is set to 300. The maximum length of context and response is set to 25. The m, chan and

<table>
<thead>
<tr>
<th>Context</th>
<th>That’s what your crew said. Are they lying? or are you?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Seq2Seq</td>
<td>I’m not going to be a long time.</td>
</tr>
<tr>
<td>CVAE</td>
<td>Great. You’ve brought us before that’s ten o’clock.</td>
</tr>
<tr>
<td>K-CVAE</td>
<td>You played the maximum?</td>
</tr>
<tr>
<td>SpaceFusion</td>
<td>I’m not a couple of firing.</td>
</tr>
<tr>
<td>SepaCVAE</td>
<td>These’re what ... to now you?</td>
</tr>
<tr>
<td>SegCVAE</td>
<td>Well, We know it’s twenty, new york, they’re throwing the company.</td>
</tr>
</tbody>
</table>

Table 7: Generated responses from the baseline and SegCVAE on test set of CornellMovie.

Our primary metrics of interest are Distinct-n, BLEU, Embedding Average (Emb.Aver.), and Coherence. The Distinct-n is responsible for evaluating the diversity of generated responses, which is calculated through the ratio of distinct n-grams and all generated n-grams. The BLEU is used to evaluate the degree of the word-overlap between the generated response and the ground truth response. The Emb.Aver. is introduced to evaluate the semantic relationship of generated responses and ground-truth responses. The Coherence is applied to assess the coherence and relevance between contexts and generated responses. In addition, we also employ the Perplexity (ppl) and Length to validate all models. The ppl is an indicator commonly used in dialogue generation tasks, which is usually used to assess the degree of convergence of the model. The Response length is the average number of words of all generated responses.

\[ M \] are set to 3, 3 and 8, respectively. We set the batch sizes to 64 and 32 for CornellMovie and Opensubtitles, respectively. Adam is utilized for optimization. The initial learning rate is set to 0.001. The \( \text{snorm}_{step} \) is set to 20000 for CornellMovie, but for Opensubtitles, the \( \lambda \) is constant at 1.0. We also introduce KL annealing trick to leverage the KL divergence during the training. The KL weight increases linearly from 0 to 1 in the first 10000 batches. We train all models in 50 epochs on a RTX 2080Ti GPU card with Tensorflow, and save the generated responses when the ppl reaching minimum. The random seed is set as 123456. Greedy search is used to generate responses for evaluation.

B Case Study

We collected the generated responses from the test set of CornellMovie and showed them in Table 7. In the first example, we found that SegCVAE gave a response of “they’re throwing the company.” considering “they lying” in the context. Compared with the responses generated by other models, the response of SegCVAE is more specific and more relevant to the context. As for the second sample, only the Seq2Seq only generates a general and short reply "I don’t know."; the others all generate diverse responses. However, considering the coherence between the generated responses and the context, our model is more advantageous. This result shows the superiority of SegCVAE in solving the dialogue context and generating diverse
response for dialogue generation task. As we have analyzed, using the prominent semantics to replace the original context for response generation can better establish the semantic relationship between context and response, thus ensuring the diversity and relevance of the generated responses.

C Further Analysis on One-to-Many and Many-to-One Dialogue Learning

C.1 Data Settings

We extract two particular datasets from the raw Opensubtitles: One-to-Many and Many-to-One, for the One-to-Many and Many-to-One dialogue learning, respectively. To build these two datasets, we first extract single-turn dialogues from the Opensubtitles: $T - 1$ single-turn dialogues $[(u_1, u_2), (u_2, u_3), \ldots, (u_{T-1}, u_T)]$ can be extracted from one multi-turn dialogue $(u_1, u_2, \ldots, u_T)$, where $u$ represents an utterance in each dialogue. Then, we selected and collected a large collection of one-to-many dialogue pairs as the One-to-Many (O2M) dataset, and another large collection of many-to-one dialogue pairs as the Many-to-One (M2O) dataset. Finally, we use the token-list of GloVe (Pennington et al., 2014) to filter the O2M and M2O datasets. For each dialogue pair (context $c$, response $r$), we first obtain its tokens after word segmentation, and then judge whether its tokens are all contained in GloVe’s token-list. If the GloVe do not contain any tokens of $(c, r)$, we drop all dialogue pairs containing the $c_i$ or $r_i$ from the dataset. Table 8 lists key statistics of the dataset after processing.

C.2 Non-one-to-one Dialogue Learning Tasks

One-to-Many Dialogue Learning Task Let $c$ denote a context, and $r$s=$r_1, r_2, \ldots, r_n$ denote the responses to $c$. Follow the general dialogue generation task, we put the $c$ and $r$s into $n$ dialogue pairs $(c, r_1), (c, r_2), \ldots, (c, r_n)$. Let $D_{1n}$ represent the dataset that only contains such one-to-many dialogue pairs. This task requires a dialogue generation model to learn the one-to-many knowledge, and to generate multiple coherent and informative responses for every context sentence.

Many-to-One Dialogue Learning Task Relatively speaking, let $cs=c_1, c_2, \ldots, c_n$ denote the contexts, and $r$ denote a response to the $cs$. Correspondingly, we use $D_{n1}$ to represent a dataset that only contains many-to-one dialogue pairs $(c_1, r), (c_2, r), \ldots, (c_n, r)$. This task requires the dialogue generation model to learn the many-to-one knowledge, and to distinguish which of the contexts can give the same response, and then increase the diversity while keeping the coherence of...
the generated response.

In our experiments, all models are trained on \( D_{1n} \) or \( D_{n1} \) to accomplish the One-to-Many Dialogue Learning Task or Many-to-One Dialogue Learning Task. The training and validation procedures are the same as for general dialogue generation task. In inference stage, every model should generate \( N \) responses for each context in test set of \( D_{1n} \) or \( D_{n1} \). Note that \( N \) is set to 8 in this paper.

C.3 Case Study

We collected the generated responses of contexts in test set of O2M dataset and showed a sample in Table 9. We can observe that the SegCVAE generates “Calm down.” and “No-no.”, which are corresponding to the “Relax!” and “Stop” in true responses. This result illustrates that the SegCVAE can effectively build the relations between the multiple prominent semantics and the multiple responses.