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Abstract

Most of the state-of-the-art methods for abstractive text summarization are under supervised learning settings, while heavily relying on high-quality and large-scale parallel corpora. In this paper, we remove the need for reference summaries and present an unsupervised learning method SCR (Summarize, Contrast and Review) for abstractive summarization, which leverages contrastive learning and is the first work to apply contrastive learning for unsupervised abstractive summarization. Particularly, we use the true source documents as positive source document examples, and strategically generated fake source documents as negative source document examples to train the model to generate good summaries. Furthermore, we consider and improve the writing quality of the generated summaries by guiding them to be similar to human-written texts. The promising results on extensive experiments show that SCR outperforms other unsupervised abstractive summarization baselines, which demonstrates its effectiveness.

1 Introduction

Given a source document, summarization aims at generating a shorter text version that retains the most salient information (See et al., 2017; Rush et al., 2015; Nallapati et al., 2016a; Bhandari et al., 2020; Ma et al., 2022). While extractive summarization methods directly copy and group important sections (e.g., words, phrases or sentences) from the source documents (Dorr et al., 2003; Mihalcea and Tarau, 2004), abstractive summarization involves rewriting and paraphrasing to generate summaries with novel words or sentences (See et al., 2017; Rush et al., 2015; Nallapati et al., 2016a).

Under supervised training settings, abstractive summarization methods require paired data (i.e., document-reference summary pairs) (See et al., 2017). However, obtaining high-quality and large-scale datasets for supervised training is laborious and expensive. Besides, human-annotations (i.e., human-written summaries) are not always the finest, since summarization task is not simple even for humans, which would hinder the construction of high-quality parallel training data.

Therefore, unsupervised abstractive summarization methods are attracting increasing attentions, such as SEQ3 (Baziotis et al., 2019), TED (Yang et al., 2020), and Adversarial REINFORCE (Wang and Lee, 2018). These models could be viewed as generative self-supervised methods (Xiao et al., 2021) with a common key component: a reconstructor to reconstruct the source inputs. The design of the reconstructor relies on the constraint that a good model-generated summary should be able to perfectly reconstruct the source input document. However, even for humans, it would be very
difficult to reconstruct the source document given the summary. We empirically show the difficulty by asking human to write the source documents given the reference summaries. Table 1 shows an example, including the given reference summary, the source document and the human-written source document (more details are in Section 4.5).

We thus view the reconstruction objective as an over-restriction and propose to apply contrastive self-supervised method (Xiao et al., 2021) to relax this restriction. Our work is inspired and motivated by: it is more feasible for humans to select the true source document (from a pool of documents) given the reference summary, than reconstruction. Given a good summary, it is expected to easily select its source document from a document candidate pool, while the candidate pool includes the true source document and fake source documents. The main reason is that a good summary is supposed to be faithful and informative, with all important information to select the true source document. Conversely, we could consider a summary as good if it is easy to select the true source document from the document candidate pool given this summary. In order to prove this intuition, we ask humans to select the true source document given its summary. The results show that the selection accuracy is much higher than given a bad summary (more details are in Section 4.5).

In this work, we propose to leverage the learning signal of “selecting the true source documents” to guide the summary generation under unsupervised settings. Specifically, the model is trained to generate summaries, and then to maximize the semantic similarities between the generated summaries and positive source document examples, while minimizing that of generated summaries and negative source document examples. We design different types of strategies to obtain negative source document examples. Compared to positive source document examples, these negative source document examples might miss some important contents or have incorrect or irrelevant information. Meanwhile, we also consider the writing quality (e.g., syntactically and grammatically correct, clear writing, readable for humans) by leading the generated summaries similar to human-written texts.

The contributions of this paper are summarized as follows: (1) We propose a novel model SCR (Summarize, Contrast and Review) for unsupervised abstractive summarization. To the best of our knowledge, this is the first work on applying contrastive learning for unsupervised abstractive summarization. (2) We design different strategies to generate negative source document examples for contrastive learning. To the best of our knowledge, this is the first work on generating negative examples on source documents (instead of summaries) for unsupervised abstractive summarization. (3) The experiment results show that SCR outperforms other unsupervised abstractive baselines, which demonstrates its effectiveness.

2 Related Work

2.1 Unsupervised Abstractive Summarization

Unsupervised abstractive summarization models are trained without document-reference summary pairs as the training data. West et al. (2019) applied the Information Bottleneck principle for unsupervised sentence summarization by generating the summary that could best predict the next sentence of the source sentence. While Févry and Phang (2018) applied denoising auto-encoder for unsupervised extractive sentence compression, (Baziots et al., 2019) presented a sequence-to-sequence-to-sequence autoencoder for unsupervised abstractive sentence compression, where the model was trained to compress the input sentence to a summary and then reconstruct the input sentence, additionally with language model prior loss and topic loss. Similarly, Wang and Lee (2018) trained a generator and a reconstructor for unpaired abstractive summarization, and a discriminator to make the generated summary human-readable. A pretrained unsupervised summarization model was proposed by (Yang et al., 2020), which leveraged the lead bias in news articles for pretraining on large-scale data. and used theme modeling and denoising for finetuning. The goal of the reconstruction (Baziots et al., 2019; Yang et al., 2020; Wang and Lee, 2018) is to ensure that the generated summaries could keep the core and important information. However, we consider it as an over-restriction and instead applied contrastive learning to generate summaries that could match the source documents semantically.

2.2 Contrastive Learning in Summarization

Leveraging negative examples for training has been investigated in summarization. The SimCLS framework was proposed in Liu and Liu (2021), which includes candidate generation and evaluation via contrastive learning. Xu et al. (2021) viewed the
source document, reference summary and the generated summary from the model as the same representation and tried to minimise their distances in similarity space during training. Wu et al. (2020) developed a novel method for summary quality evaluation (without reference summary) that could cover both linguistic and semantic aspects. Cao and Wang (2021) presented a novel method to improve the faithfulness and factuality in abstractive summarization via contrastive learning, while constructing negative examples with different methods for training. Instead of constructing negative samples based on the summaries as in (Cao and Wang, 2021), Zheng et al. (2021) generated augmented examples based on the source documents as document augmentation, and proposed a framework to perform both contrastive learning and the summary generation in a supervised learning setting. Zheng et al. (2021) is the only work that we found on generating augmented examples based on the source documents, where the authors viewed the augmented examples as positive examples and aimed at enhancing the model’s denoising ability. In contrast, we view the modified version of source documents as negative examples and targeted on unsupervised abstractive summarization.

3 Methodology

The framework of the proposed SCR for unsupervised abstractive summarization is shown in Fig. 1, which includes a summarizer $f_{\text{sum}}$, a contrastive encoder $f_{\text{con}}$, and a writing reviewer $f_{\text{wri}}$. The summarizer aims at generating summaries given the source documents, with the learning feedback from the contrastive encoder and writing reviewer: (1) The summarizer and contrastive encoder are trained via contrastive learning, which leads the generated summary to be faithful and informative, (2) The summarizer and writing reviewer are optimized in an adversarial manner (Goodfellow et al., 2014), where the summarizer is updated to generate summaries that could have high quality scores from the writing reviewer when the writing reviewer is fixed. It would encourage the generated summaries to be high-quality in writing.

Finally, both the contrastive encoder and writing reviewer guide the summarizer to generate good summaries under unsupervised learning settings.

3.1 Summarizer

Given a source document $d = \{x_1, x_2, ..., x_S\}$ with $S$ tokens and $x_i$ represents the $i$-th token, the goal of summarizer $f_{\text{sum}}$ is to generate a summary $\hat{s} = \{\hat{y}_1, \hat{y}_2, ..., \hat{y}_T\}$ with $T$ tokens, where $\hat{y}_j$ is the $j$-th token in the generated summary, without the need for reference summary.

We adopt the sequence-to-sequence architecture to build the summarizer. As the Transformer-based architectures have been proven to be successful and effective in language generation tasks (Vaswani et al., 2017; Devlin et al., 2019; Lewis et al., 2020; Zhang et al., 2020), we implement the summarizer by adopting the encoder and decoder of Transformer, following the standard Transformer architecture design in Vaswani et al. (2017). We use 6 layers and 8 attention heads in encoder and decoder.
Different from the decoders under supervised learning settings that use tokens from the reference summary as input, we use the token from the previous time step as the input of the decoder for the current time step.

Finally the generated summary would be the input to the contrastive encoder $f_{con}$ and writing reviewer $f_{wri}$, and the learning signals from the contrastive encoder and writing reviewer would lead the optimization of the summarizer. To generate each token and output the final summary, there is a sample process over the probability distribution $P_{θ}(y_i|y_1, y_2, ..., y_{i−1}, d)$ for generation at each time step, where $θ$ is the parameters of $f_{sum}$. As sampling is a non-differentiable process, it is not feasible to directly apply gradient descent based method to optimize $f_{sum}$. We use policy gradient (Sutton et al., 1999; Yu et al., 2017) to update the parameters $θ$ of summarizer $f_{sum}$ (details in Section 3.4).

### 3.2 Contrastive Encoder and Contrastive Learning

The contrastive encoder $f_{con}$ takes the generated summary $f_{sum}(d)$ and document candidate pool $C = \{c_1, c_2, ..., c_K\}$ (with 1 positive example and $K$-1 negative examples) as inputs, while it is trained to maximize the semantic similarities between the generated summaries and positive source document examples in the semantic space, as well as to minimize that with the negative source document examples. This contrastive learning process aims to guide the generated summaries to be faithful and informative.

#### 3.2.1 Document Candidate Pool

For each source document, we set itself as the positive source document example, and generate $K$-1 negative source document examples with the following strategies:

**Insertion.** We randomly select $m$ existing sentences (sampled from the dataset) and insert them into a random position in the positive example. We generate 3 different negative examples for $m = 1, 2$, respectively, and thus 6 negative examples in total.

**Deletion.** We randomly select $m$ sentences in the positive example and delete them. Also, we generate 3 different negative examples for $m = 1, 2$, respectively, and thus 6 negative examples in total.

**Replacement.** We randomly select $m$ sentences in the positive example and replace them with other $m$ sentences that are randomly sampled from the dataset. We get 3 different negative examples for $m = 1, 2$ respectively, and have 6 negative examples totally.

**Entity Swap.** We randomly select $m$ named entities in the positive example and replace them with other randomly selected entities of the same entity type from the dataset. This yield 3 different negative examples for $m = 40\%, 80\%$ respectively to obtain 6 negative examples in total.

**Combination.** We randomly select multiple (≥ 2) methods from above to generate negative example in a random order (e.g., replacement → insertion → entity swap). We repeat this process for 6 times and generate 6 different negative examples.

#### 3.2.2 Contrastive Encoder Training

We utilize the Transformer (Vaswani et al., 2017) to build the contrastive encoder. Particularly we employ the encoder part of the Transformer to learn representations of document examples. To have better representation learning, we use two different encoders to encode the generated summary (shorter text) and document examples (from $C$) (longer text), respectively, denoted as $f_{senc}$ (6 layers and 8 attention heads) and $f_{denc}$ (12 layers and 12 attention heads). We set the final hidden state for the token [CLS] (the first token of all sequences input) as the representation, which yields:

$$v_\hat{s} = f_{senc}(f_{sum}(d)); v_{c_i} = f_{denc}(c_i), c_i \in C$$

where $v_\hat{s}$, $v_{c_i}$ are the embeddings for the generated summary and document example respectively.

Denote the positive source document example in $C$ as $c^+$ and negative source document example as $c^-$ (so that each $c_i$ in $C$ is either $c^+$ or $c^-$), their embeddings hence would be: $v_{c^+} = f_{denc}(c^+)$ and $v_{c^-} = f_{denc}(c^-)$.

For each generated summary $\hat{s}$, we have the contrastive encoder loss for training:

$$l_{cl}^{\hat{s}} = -\log \frac{\exp(\cos(v_\hat{s}, v_{c^+})/τ)}{\sum_{c_i} \exp(\cos(v_\hat{s}, v_{c_i})/τ)}$$

$$= \sum_{c_i} \exp(\cos(v_\hat{s}, v_{c_i})/τ) = \exp(\cos(v_\hat{s}, v_{c^+})/τ) + \sum_{c^-} \exp(\cos(v_\hat{s}, v_{c^-})/τ)$$

(3)
where \( \exp(\cdot) \) is the exponential function, and \( \cos(\cdot, \cdot) \) is the cosine similarity function. \( \tau \) is the temperature and is set as 1.0. The contrastive encoder is optimized to minimize \( l_{cl}^{s} \).

### 3.3 Writing Reviewer

The writing reviewer aims to guide the generated summaries to be high-quality in writing (e.g., syntactically and grammatically correct, clear writing, readable for humans). To achieve an effective guidance, we apply the writing reviewer to estimate the writing quality, where it is trained to maximize the quality score of human-written texts (as positive writing samples, denoted as \( s^* \)) as well as to minimize the quality score of the generated summaries (as negative writing samples, i.e., \( s \)) by summarizer. We obtain the human-written text \( s^* \) with two methods: (1) by randomly sampling a source document from the dataset and setting the first \( H \) sentences of sample document as \( s^* \), or (2) by randomly sampling a source document and randomly setting consecutive \( H \) sentences in the sampled document as \( s^* \).

Instead of only returning a final score, we expect to obtain a score for each word in the input text, so that the writing reviewer could indicate the writing quality of the current generated word given the previous context, which could be used to estimate for a partially generated summary. Specifically, for an input text \( t = \{t_1, t_2, \ldots, t_W\} \) with \( W \) tokens, the writing reviewer outputs a sequence of writing quality score \( z = \{z_1, z_2, \ldots, z_W\} \), where \( z_i \) indicates the quality of the sequence \( \{t_1, t_2, \ldots, t_i\} \). We apply a Long short-term memory (LSTM) network to predict the score at each time step. It was implemented as a one-layer LSTM and the dimension of hidden state is set as 512.

To train the writing reviewer \( f_{wri} \), we feed the human-written texts \( s^* \) as positive writing samples and the generated summaries \( \hat{s} \) as negative writing samples and set the loss function as:

\[
l_{wri} = \frac{1}{N} \sum_{N} [f_{wri}(\hat{s}) - f_{wri}(s^*)] + \\
\lambda(\|
\n4\|
\n)\|
\n) - 1\|^2]
\]

where \( N \) is the number of examples in each mini-batch. \( (\|
\n)\|^2 - 1\|^2 \) is the gradient penalty (soft version of the Lipschitz constraint (Gulrajani et al., 2017)) applied on the interpolated output \( \hat{s} \) between \( s \) and \( s^* \), and \( f_{wri}(\cdot) \) is the mean of score sequence \( z \) for the input text (\( s, s^*, \hat{s} \)).

### 3.4 Model Optimization

To address the non-differentiable sampling problem in summarizer, we formulate the summary generation as a reinforcement learning approach (Yu et al., 2017; Rennie et al., 2017; Wang and Lee, 2018). The agent, also summarizer \( f_{sum} \), takes action to generate the summary, so as to maximize the reward from the contrastive encoder \( f_{con} \) and writing reviewer \( f_{wri} \). Therefore, the summarizer is optimized with the learning signal (reward) from the contrastive encoder and writing reviewer. Hence, the goal of summarizer training is to minimize the negative expected reward with policy gradient:

\[
l_{sum}(\theta) = -\mathbb{E}_{d \sim P(d)}[r(d, \hat{s})] \tag{5}
\]

\[
\nabla_{\theta} l_{sum}(\theta) = -\mathbb{E}_{d \sim P(d)}[r(d, \hat{s})\nabla_{\theta} \log P_{\theta}(\bar{s}|d)] \tag{6}
\]

where \( r(\cdot, \cdot) \) denotes the reward that is defined in the Section 3.4.1 and 3.4.2, \( \theta \) is the parameter of \( f_{sum} \), and Eq. (6) is the derivative of Eq. (5) with respect to \( \theta \), which avoids the problem of non-differentiable sampling process.

#### 3.4.1 Reward From Contrastive Encoder

The negative loss function for the contrastive encoder \( -l_{cl}^{s} \) (Eq. (2)) could be set as reward for the summarizer. In order to have stable reward, we apply self-critical sequence training method by having a reward baseline (Rennie et al., 2017; Wang and Lee, 2018). The baseline was set as \(-\alpha l_{cl}^{s greedy} \), where \( s_{greedy} \) is the summary that is greedy decoded at each time step while \( \hat{s} \) is sampled over the probability distribution \( P_{\theta}(y_1|y_1, y_2, \ldots, y_{i-1}, d) \). \( \alpha \) is the hyperparameter that is set as 0.75 and gradually increased to 1.0. Thus, we set the reward from the contrastive encoder as:

\[
r_{con} = -l_{cl}^{s} + \alpha l_{cl}^{s greedy} \tag{7}
\]

#### 3.4.2 Reward From Writing Reviewer

As described in Section 3.3, the writing reviewer outputs a quality score for each time step. Therefore, the quality of generating one token \( t_i \) could be set as \( z_i - z_{i-1} \) (Wang and Lee, 2018), which estimates the writing quality on the \( i \)-th time step compared to the \( i-1 \)-th time step. Thus, the reward from the writing reviewer is:

\[
r_{wri} = \begin{cases} 
    z_i - z_{i-1}, & \text{if } i \geq 2 \\
    z_1, & \text{if } i = 1
\end{cases} \tag{8}
\]
4 Experiments

4.1 Experimental Setup

4.1.1 Datasets

We evaluate our proposed model on two commonly used benchmark datasets for abstractive summarization.

CNN/DailyMail (Hermann et al., 2015; Nallapati et al., 2016b) consists of online news articles and their corresponding multi-sentence abstracts. The average number of words in source documents and summaries is 781 and 56, respectively. We use the non-anonymized version of the dataset which splits training, validation and testing into 287,226/13,368/11,490 data pairs, and follow the pre-processing as in See et al. (2017).

Gigaword Rush et al. (2015) is another news summarization benchmark dataset (a total of 3.8M/189k/1,951 pairs for train/validation/test splits), where the input for the summarization models is the first sentence (averagely 29 words) of the original news, and the output is the headline (averagely 8.8 words) of the news article.

To perform unsupervised abstractive summarization, we only use the source documents from the dataset for training.

4.1.2 Baselines

We mainly compare the proposed model SCR with the unsupervised models. In order to position our model among all the abstractive text summarization models, we further provide the results of supervised learning based models and zero-short learning based models for reference.

Unsupervised learning models. The baselines we compare with are mainly unsupervised abstractive summarization models: SEQ’3 (Baziotis et al., 2019), TED (Yang et al., 2020), Adversarial REINFORCE (Wang and Lee, 2018), Contextual Match (Zhou and Rush, 2019), HC_article_10 (Schumann et al., 2020), NAUS (Liu et al., 2022).

Supervised learning models. Due to the success of BERT-based (Devlin et al., 2019) models and large-scale pre-training models in a wide range of tasks, we also take these models into account: PEGASUS (Zhang et al., 2020), ProphetNet (Qi et al., 2020), MUPPET (Aghajanyan et al., 2021).

Zero-shot learning models. We consider the zero-shot settings for summarization of large-scale pre-training models, including BART (Lewis et al., 2020), PEGASUS (Zhang et al., 2020), BART-LB and T5-LB (Zhu et al., 2021).

4.1.3 Pretraining

We pre-train the summarizer, contrastive encoder and writing reviewer respectively. Specifically, we exploit the lead-bias (Zhu et al., 2021) for summarizer pre-training. We set the first $L$ sentences as the summary to predict. The input for the summarizer is the rest of the document. The pre-training would be helpful for the summarizer to have a basic ability on understanding, as well as inferring. Considering the average sentence count, we set $L$ as 3 for CNN/DailyMail (Hermann et al., 2015). For Gigaword (Rush et al., 2015), the input is a one-sentence source document. We then set the first 8 words as the target summary and the rest of the sentence as the input document for pretraining. We also pre-train the contrastive encoder with the pre-trained summarizer using Eq. (2). For the writing reviewer, we use the generated summaries from the pre-trained summarizer as negative writing samples and human-written texts as positive writing samples for pretraining using Eq. (4).

4.2 Results

We evaluate the quality of the generated summaries automatically with ROUGE F1 score (Lin, 2004), which covers ROUGE-1 score on uni-gram overlap, ROUGE-2 score on bi-gram overlap, and ROUGE-L on the longest common subsequence.

4.2.1 Model Performance

The results on CNN/DailyMail and Gigaword dataset are shown in Table 2. On CNN/DailyMail dataset, our proposed model SCR surpasses all the unsupervised baselines across all ROUGE metrics, including the previous state-of-the-art unsupervised model TED (Yang et al., 2020). Our model SCR outperforms TED by 0.33, 0.59, 1.72 in R-1, R-2, R-L respectively. On Gigaword dataset, SCR has competitive results as other unsupervised baselines. Compared to the previous state-of-the-art unsupervised model NAUS (Liu et al., 2022), SCR is better on R-2 while R-1 and R-L is slightly lower. Overall, the competitive ROUGE scores significantly show that our model is able to generate summaries with higher quality for both document (CNN/DailyMail) and sentence (Gigaword).

Performance Discussion. While our model surpasses other unsupervised abstractive summarization methods, there are some performance gaps between our model and the supervised learning models.
Table 2: The ROUGE-1, ROUGE-2 and ROUGE-L results on the datasets, including the supervised models, zero-shot models and unsupervised models. The bold scores represent the best performance of unsupervised models.

<table>
<thead>
<tr>
<th>Model</th>
<th>R-1</th>
<th>R-2</th>
<th>R-L</th>
<th>R-1</th>
<th>R-2</th>
<th>R-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ProphetNet (Qi et al., 2020)</td>
<td>44.20</td>
<td>21.17</td>
<td>41.30</td>
<td>39.51</td>
<td>20.42</td>
<td>36.69</td>
</tr>
<tr>
<td>MUPPET (Aghajanyan et al., 2021)</td>
<td>44.45</td>
<td>21.25</td>
<td>41.4</td>
<td>40.40</td>
<td>20.54</td>
<td>36.21</td>
</tr>
<tr>
<td>PEGASUS (Zhang et al., 2020)</td>
<td>44.17</td>
<td>21.47</td>
<td>41.11</td>
<td>39.12</td>
<td>19.86</td>
<td>36.24</td>
</tr>
<tr>
<td>Zero-shot</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PEGASUS (Zhang et al., 2020)</td>
<td>32.90</td>
<td>13.28</td>
<td>29.38</td>
<td>23.39</td>
<td>7.59</td>
<td>20.20</td>
</tr>
<tr>
<td>BART (Lewis et al., 2020) (Zhu et al., 2021)</td>
<td>32.83</td>
<td>13.30</td>
<td>29.64</td>
<td>22.07</td>
<td>7.47</td>
<td>20.02</td>
</tr>
<tr>
<td>T5-LB (Zhu et al., 2021)</td>
<td>38.47</td>
<td>16.62</td>
<td>35.23</td>
<td>24.00</td>
<td>8.19</td>
<td>21.62</td>
</tr>
<tr>
<td>BART-LB (Zhu et al., 2021)</td>
<td>40.52</td>
<td>17.63</td>
<td>36.76</td>
<td>25.14</td>
<td>8.72</td>
<td>22.35</td>
</tr>
<tr>
<td>Unsupervised</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contextual Match (Zhou and Rush, 2019)</td>
<td>14.25</td>
<td>3.10</td>
<td>10.87</td>
<td>26.48</td>
<td>10.05</td>
<td>24.41</td>
</tr>
<tr>
<td>HC_article_10 (Schumann et al., 2020)</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>24.44</td>
<td>8.01</td>
<td>22.21</td>
</tr>
<tr>
<td>TED (Yang et al., 2020)</td>
<td>38.73</td>
<td>16.84</td>
<td>35.40</td>
<td>25.58</td>
<td>8.94</td>
<td>22.83</td>
</tr>
<tr>
<td>SEQ’3 (Baxiotis et al., 2019) (Zhu et al., 2021)</td>
<td>23.24</td>
<td>7.10</td>
<td>22.15</td>
<td>25.39</td>
<td>8.21</td>
<td>22.68</td>
</tr>
<tr>
<td>NAUS (Liu et al., 2022)</td>
<td>/</td>
<td>/</td>
<td>/</td>
<td>28.55</td>
<td>9.97</td>
<td>25.78</td>
</tr>
<tr>
<td>SCR (ours)</td>
<td>39.06</td>
<td>17.43</td>
<td>37.12</td>
<td>28.10</td>
<td>11.63</td>
<td>24.14</td>
</tr>
</tbody>
</table>

Table 2: The ROUGE-1, ROUGE-2 and ROUGE-L results on the datasets, including the supervised models, zero-shot models and unsupervised models. The bold scores represent the best performance of unsupervised models.

Based models PEGASUS (Zhang et al., 2020), ProphetNet (Qi et al., 2020), MUPPET (Aghajanyan et al., 2021). We believe this is reasonable because the training schemes of these models are usually pretrained on massive text corpora with different objectives and then fine-tuned for downstream tasks under supervised learning setting (MUPPET (Aghajanyan et al., 2021) additionally has the pre-finetuning, after pre-training and before fine-tuning). However, our model SCR can not be optimized directly by the supervision signals from the reference summaries, leading to the performance gaps. Even though, the scores of our model are decreased approximately only by 10% (R-1, R-L) and 19% (R-2) on CNN/DailyMail with comparison to those supervised models, which is impressive. The competitive results indicate that SCR could be applied effectively on zero-resource summarization without any reference summary. The results, all the ROUGE scores have decreased, which demonstrates the importance of the contrastive encoder and writing reviewer. Moreover, training without the contrastive encoder results in a much larger decline, than without the writing reviewer. We discuss the possible reasons as follows.

**Without Writing Reviewer.** The contrastive encoder aims at making the generated summary close to the source documents semantically, hence the generated summary would possibly keep some important content (e.g. entity). Such summary, although might present some writing issues (e.g., syntactically or grammatically incorrect), could still have a higher ROUGE scores, for the ROUGE scores are calculated mainly based on content.

**Without Contrastive Encoder.** The goal of the writing reviewer is to ensure that the generated summaries could be high-quality as human-written texts. Training only with the writing reviewer would not generate summaries that contain the most important information of the source document. Despite being more high-quality in writing, the ROUGE scores would still be lower than training with the contrastive encoder.

### 4.2.2 Ablation Study

To verify the effectiveness of the contrastive encoder and writing reviewer in our proposed model, we conduct ablation study on CNN/DailyMail dataset and the results are shown in Table 3. From

<table>
<thead>
<tr>
<th>Model</th>
<th>R-1</th>
<th>R-2</th>
<th>R-L</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o contrastive encoder</td>
<td>25.08</td>
<td>9.20</td>
<td>22.01</td>
</tr>
<tr>
<td>w/o writing reviewer</td>
<td>30.61</td>
<td>11.03</td>
<td>25.73</td>
</tr>
<tr>
<td>full model</td>
<td>39.06</td>
<td>17.43</td>
<td>37.12</td>
</tr>
</tbody>
</table>

Table 3: Ablation study results on CNN/DailyMail dataset.
### 4.2.3 Unpaired VS Unsupervised

We notice that our unsupervised training settings are slightly different from the unpaired training settings in Wang and Lee (2018). We view unpaired training as a “lenient version” of unsupervised training as follows.

**Unpaired Training.** The model has access to the reference summaries in the dataset, but the source documents and reference summaries are unpaired. Under unpaired training, the reference summaries serve as positive writing samples for writing reviewer training.

**Unsupervised Training.** The model has completely no access to the reference summaries in the dataset. The positive writing samples are sampled from the source documents in the dataset.

We train our model SCR under unpaired settings to study the differences from unsupervised settings. The results of our model under this two settings are listed in Table 4, showing unpaired training is slightly better than the unsupervised training across R-1, R-2 and R-L. We believe it is reasonable because the model is exposed to the reference summaries for training, while the ROUGE evaluation compares the generated summaries and reference summaries. Moreover, our model SCR outperforms Adversarial REINFORCE (Wang and Lee, 2018) under unpaired settings on CNN/DailyMail dataset across all ROUGE metrics, which is able to demonstrate that SCR is effective under both settings.

### 4.3 Human Evaluation

We conduct the human evaluation to evaluate the quality of the summaries generated by our proposed model. We first sample 30 examples randomly from the test set of CNN/DailyMail dataset and then two volunteers are asked to evaluate and score the quality of the generated summaries and reference summaries. The volunteers don’t have information of the given summaries are either generated from the model or the reference summaries. To have a detailed evaluation, the summaries are evaluated based on the following aspects:

<table>
<thead>
<tr>
<th>Settings</th>
<th>R1</th>
<th>R2</th>
<th>RL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unpaired Training</td>
<td>39.98</td>
<td>18.20</td>
<td>37.66</td>
</tr>
<tr>
<td>Unsupervised Training</td>
<td>39.06</td>
<td>17.43</td>
<td>37.12</td>
</tr>
</tbody>
</table>

Table 4: Results of unpaired and unsupervised training on CNN/DailyMail dataset.

<table>
<thead>
<tr>
<th>Summary</th>
<th>Info</th>
<th>Read</th>
<th>Lede</th>
</tr>
</thead>
<tbody>
<tr>
<td>Reference</td>
<td>8.2</td>
<td>8.6</td>
<td>7.9</td>
</tr>
<tr>
<td>Model-generated</td>
<td>8.4</td>
<td>8.2</td>
<td>8.4</td>
</tr>
</tbody>
</table>

Table 5: Results of human evaluation on different aspects: Info(informativeness), Read(Readability) and Lede(Lede-copying behaviour).

**Informativeness:** is the summary providing all the important information from the source document?

**Readability:** the writing quality of the summary, including syntactically and grammatically correct, clear writing, fluency, readable for humans.

**Lede-copying Behaviour:** is the summary simply copying the leading sentences from the source document?

For each aspect, the scores range from 1 to 10 (1 indicates the worst, 10 indicates the best). The results are shown in Table 5, which show that the summaries generated by our proposed model are as good as (even slightly better than) the reference summaries that are written by humans.

### 4.4 Example Summary

An example summary generated by the proposed model is shown in Table 6, as well as the source document and reference summary. As we can observe from the example summary, the SCR model could capture the salient information from the source document, such as the name of the HBO crime drama “True Detective” that is missing in the reference summary. Besides, we also notice that the model could generate novel words or phrases. For example, given “which premieres June 21” in the source document, the model could rewrite as “coming on June 21” in the output summary.

### 4.5 Motivation Experiments

Our work is motivated by the observations and findings from the experiments that compares reconstruction and contrastive learning method for human summarization. The purpose for conducting these experiments is to demonstrate that it is much more difficult for humans to reconstruct the source documents than to select the true source document given the summary.

Specifically, we randomly select 10 reference summaries from CNN/DailyMail. Two volunteers are asked to write their source document. We also use ROUGE scores (Lin, 2004) to measure the quality of human-written source documents.
... HBO just whetted our appetite for a new season of “True Detective.” The network released a teaser video for season 2 of the critically acclaimed show ... which premieres June 21. Here’s the plot synopsis ... The first season starred Matthew McConaughey and Woody Harrelson as a pair of Louisiana State Police detectives investigating the death of a young woman. The crime drama proved to be a runaway hit, and the season 1 finale crashed the HBO Go site in March 2014.

Reference summary
HBO released a teaser video for the new season, starting June 21. The series stars Colin Farrell and Vince Vaughn.

Model-generated summary
HBO released a teaser video for season 2 of “True Detective”. Colin Farrell, Vince Vaughn, Rachel McAdams and Taylor Kitsch star in the new season, coming on June 21...

Table 6: An example of model-generated summary by SCR model, as well as the source document and reference summary. Words in the same color (blue or red) are information captured from the source document to the reference or model-generated summary.

which is shown in Table 7 (reconstruction part). The ROUGE scores are pretty low (especially R-2), which means the human-written source documents and true source documents are very different. We hence conclude that reconstructing the source document is difficult even for humans.

Furthermore, we randomly pick 10 document-reference summary pairs from CNN/DailyMail dataset, and construct the document candidate pool (as in Section 3.2.1) for each picked source document. Besides, for each reference summary (good summary), we generate bad summary by deleting, inserting or replacing random sentences on the reference summary. Compared to the good summary, the bad summary would hence miss some key information, or have irrelevant (or incorrect) contents. Two volunteers are asked to select the true source document from the document candidate pool, given only the good summary or only the bad summary. The accuracy is shown in Table 7 (contrastive learning part), which indicates that if the provided summary is a good one, the selection accuracy (80%) would be much higher than given the bad summary (15%).

From these experiments, we observe that it is much more difficult for humans to reconstruct the source documents than to select the true source document given the reference summary. However, given a bad summary, it becomes much more difficult to have correct selection. These findings motivate us to propose an unsupervised abstractive summarization method that leverages contrastive learning. We believe the experiments could demonstrate our motivation.

5 Conclusion
In this paper, we propose SCR (Summarize, Contrast and Review) for unsupervised abstractive summarization. The summarizer is trained to generate summaries and the contrastive encoder guides the generate summaries close to the source documents semantically via contrastive learning. A writing reviewer is applied to ensure the writing quality of the generated summaries. Moreover, we design different strategies to generate negative source document examples for contrastive learning. Results on extensive experiments show the effectiveness of SCR. In future work, we hope to study our model on transferable feature learning and semi-supervised learning with the advantages of paired data.

Limitations
Although our proposed model could learn some transferable features among different datasets (details in Appendix A), we think there is still some improvement space (not as good as we expected). We believe that not being able to learn transferable features well is a limitation of our model, which we leave as our future improvement. Besides, we hope to explore our model on more datasets, especially on other domain and other language.
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A Transferable Feature Learning

We have experiments to test the model’s ability on learning transferable features among different datasets. We first train the model on the CNN/DailyMail dataset (source domain) under unsupervised learning settings, and then evaluated on the Gigaword (target domain) dataset without any fine-tuning, and vice versa.

The results are listed in Table 8, which shows a decrease across all the ROUGE scores with comparison to training and testing on same domain (results of SCR in Table 2) on both datasets. We believe the main reason is the text differences between two datasets (details in Section 4.1.1). The inputs are paragraph documents in CNN/DailyMail, which are much longer than the
Table 8: Results of transferable feature learning. The model is trained on the source domain and evaluated on the target domain.

<table>
<thead>
<tr>
<th>Target Domain</th>
<th>R1</th>
<th>R2</th>
<th>RL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN/DailyMail</td>
<td>24.65</td>
<td>8.77</td>
<td>22.29</td>
</tr>
<tr>
<td>Gigaword</td>
<td>23.10</td>
<td>7.08</td>
<td>19.24</td>
</tr>
</tbody>
</table>

one-sentence as inputs in Gigaword. Each reference summary in CNN/DailyMail has averagely 56 words while only 8.8 in Gigaword. Moreover, training on CNN/DailyMail and evaluating on Gigaword would have a smaller decrease than the opposite training-testing datasets. It suggests that the model learns more transferable features from CNN/DailyMail than Gigaword. Document-level summarization training could help more for the model to perform sentence-level summarization. We leave the model’s ability on learning transferable features as our future work.